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a b s t r a c t 

IoT provides an environment which enables access to a plethora of different services. In order to reach these 
services, devices need to decide if the providers are trustable or not. The decision to trust a node with whom 

one has not communicated earlier becomes more critical when the system has unrecoverable damages with 
inaccurate services. In this paper, we propose a framework which enables trusted communication among devices 
during service discovery. It focuses not only on the communication between the known devices but also the 
stranger communications which have not contacted earlier. Our framework works in a decentralized manner 
on top of a structured P2P network based on a Distributed Hash Table (DHT). In our system, for each device 
there are several nodes which are responsible for holding a trust value for this device. These responsible nodes 
are called Reference Holders for this device. By utilizing DHT, we propose a novel way of choosing Reference 
Holders that prevents the malicious nodes to control these nodes. Our protocols provide trust aggregation, service 
provision and feedback aggregation. In our threat model, attacker provides on-off, bad mouthing, ballot stuffing 
and selective attacks. We present closed form of probabilistic analysis and provide simulations that manage to give 
network-wide probabilistic security guarantees. Our results suggest that until 60% of the devices are captured, 
the results are perfect. Also, just three reference holders are enough to get accurate services through the network. 
Additionally, we analyze the framework in terms of memory, computational cost and communication overhead 
since we propose the framework for IoT devices. Due to these analysis, our framework is affordable for IoT 
devices. 
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. Introduction 

Internet of Things (IoT) is the network of huge number of devices
hat can communicate at any time at any place. This technology makes
t possible to integrate physical and digital world by utilizing any type
f thing which can connect to other devices and exchange data. This
Thing ” concept in IoT can refer to any type of devices such as smoke
etectors, cameras, heart monitoring implants, chips on farm animals,
mart pills, smart phones and supercomputers. Things can be considered
s inextricable mixture of hardware, software, data and services [1] . 

One of the main aims of IoT is to provide services available through
he Internet to the users. In order to have efficient and reliable service
rovisions, trust mechanisms which enable analysis and computation of
eputations among devices are provided [2–7] .In particular, a feasible
rust mechanism for IoT system must deal with scalability and hetero-
eneity since a typical IoT system contains both resource constraint and
esource rich devices in the same ecosystem. Unlike there exist plenty
f trust works for P2P MANETs trust computation for IoT remains an
mportant issue as it needs to consider scalability, node mobility, het-
rogeneity and service experiences together. In [8] , a survey is provided
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hat classified the existing trust works for IoT environment. They pro-
ide classification according to five design dimensions trust composition
what components are considered?: QoS/social), trust propagation (how
o propagate trust evidence to peers?: distributed/centralized), trust ag-
regation(trust evidence collection strategy: weighted sum/ regression
nalysis/ fuzzy logic/ bayesian system/ belief theory), trust update (af-
er each service or periodically: event-driven/time-driven) and trust for-
ation (how many trust parameter is considered in trust protocol: single

rust/multi trust). According to this classification our work is in Class
, which takes only QoS for trust composition, is distributed in terms of
rust propagation, utilizes static weighted sum for trust aggregation, is
vent-driven in terms of trust update. There is only one more work [9] in
lass 6. In this paper, devices evaluate trust considering only direct in-

ormation generated from direct communication with the nodes. They
id not gather any information from other devices experiences which
eans that they cannot differentiate malicious nodes before they com-
unicate at least one. With the help of the trust mechanisms, while de-

ices are receiving services, they can evaluate and use their experiences
or further communications (first-hand information). Additionally, they
an share their experiences with the other devices in order to protect
.ox.ac.uk (K. Rasmussen). 
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heir network. This information is also known as second-hand informa-
ion [10] . This collaboration can provide accurate decisions even for the
ommunications with strangers which is the most difficult case in trust
ecisions. 

In this work, we propose a trust framework which is not only dealing
ith known devices but also mainly focusing on trust decisions for com-
unications with a device that is not contacted earlier. This information

s gathered from second-hand information after the warming period of
he system. If a device does not have any experience with a stranger
evice, it will act according to only second-hand information which our
esults suggest that the system gives highly accurate decisions with only
econd-hand information. Our main motivation is to provide a frame-
ork which gives accurate decisions (trust to benign, not trust to ma-

icious) about a service provider which is not contacted earlier. This is
ecessary when the system is not tolerable to wrong services or the sys-
em has unrecoverable damages with inaccurate services. For instance,
f the service provides sensitive data storage, in case of inaccurate ser-
ice the system will give a corrupted data which is unrecoverable. Also,
ur proposal can be preferable for computational services which need
ong duration such as a day. If the service does not work properly, it
ill be noticed after a day, which is annoying. Moreover, fetching an
pdate service can be a good example for unrecoverable services. If a
alicious code is provided in an update, the damage will be devastat-

ng. Our model can only provide this property after the warming period
f the system. It cannot avoid unrecoverable damages from the begin-
ing, as our proposal depends on second-hand information, some de-
ices should provide their feedback according to their experiences. On
he other hand, after the warming period, TruSD provides accurate trust
ecisions with high probability on the long run. 

There exist centralized trust mechanisms in which a manager pro-
ides trust computation and analysis [11–14] . Regardless of their well-
stablished application, the dependency of these centralized mecha-
isms on the availability of the connection link between the central
dministrative point and each device makes them vulnerable to single-
oint failures as when the connection link is down, trust values cannot
e achieved. Also, the fact that the same entity handles all the requests
an result in network bottlenecks making this solution not inherently
calable, an essential property of IoT infrastructures that have to ac-
ommodate a significant and continuously increasing number of con-
ected devices. Also, every single device in the network needs to trust
his manager which is not trivial to determine such type of Trusted En-
ity for large networks such as smart cities. Thus, these issues motivate
he use of decentralized communication models to be used to allow for
ll of these endowed components to interact with each other. In this
aper, we study the use of structured peer-to-peer (P2P) overlays. In
tructured P2P overlays, nodes communicate with each other in a de-
entralized manner without being obliged to communicate with a hub or
 cloud backend, making the system more reliable and robust. The load
s uniformly distributed among the network devices themselves; thus
ll the data are handled locally mitigating personal information leaks.
he devices do not have specific roles and can be service requester and
rovider at the same time. In this system, trust value for each device
s held by several peers in the system. When a node wants to decide
bout another device who is providing a service, it will ask opinions of
he other devices who are holding trust values for the Provider device.
hese trust holding devices are called Reference Holders. We propose
o utilize any of the existing structured P2P system (Distributed Hash
ables) for finding addresses of these devices who are holding the trust
alues (Reference Holders). Our aim is to decrease the impact of ma-
icious Reference Holders of devices. In DHT, routing scheme that is
ollowed by the peers provides scalability as queries can be resolved
ith logarithmic complexity in the size of the network, without creat-

ng bandwidth bottlenecks or requiring the nodes to be within distance
o directly communicate with each other. 

Contributions: In this paper, we propose a novel way of choosing
eference holders that prevents the malicious nodes to control the ref-
rence holders. We propose protocols that provide trust aggregation,
ervice provision and feedback aggregation. Then, we provide closed
orm of probabilistic analysis and make simulations that manages to
ive network-wide probabilistic security guarantees. Our trust frame-
ork focuses on not only the communication between the known de-
ices but also the communications with new devices that have not con-
acted earlier. This type of communication becomes more critical when
he system has unrecoverable damages with inaccurate services. Devices
ecide about the unknown nodes according to the second-hand informa-
ion. Since the system depends on second-hand information, warming
eriod is needed. To the best of our knowledge, this is the first work
hich provides a trust framework mainly focusing on the communica-

ions with stranger devices by utilizing a structured P2P network in IoT
nvironment. Our results suggest that our model is robust against on-off
ttacks, bad mouthing, bad stuffing and selective attacks. Also, these re-
ults emphasize the significance of second-hand information for stranger
ommunications. 

In Section 3 , we review the literature and we provide background on
istributed networks and trust in Section 3 and Section 4 respectively.
e explain our system and threat models in Section 5 and we describe

ur framework with its protocols in Section 6 . We analyse the security
f our framework in Section 7 . Then, we give details about simulations
nd security results in Section 8 and analyse the framework in terms of
omputational, storage and communication overhead in Section 9 and
e discuss our work design in Section 10 . Finally, we conclude our work

n Section 11 . 

. Related work 

IoT environment involves plethora of devices that can contain
esource-limited ones which can be captured easily by an adversary due
o its limited cryptographic security [10] . The adversary can reprogram
he captured node and can cause devastating results in the system. It can
ecome an insider attacker that cryptography cannot cope with. Thus, it
s important to provide a trust mechanism that protects the system from
atastrophic results. 

Some of the well known attacks that is provided by insider devices
n a trust management mechanism are on-off attack, selective attack,
ad mouthing and ballot stuffing attacks [15] . On-off attack exploits the
roperty of giving more weight to recent recommendations of trust sys-
ems. Attacker can behave well for a period of time and regain the trust.
 bad mouthing attack occurs when malicious nodes provide dishonest
ecommendations to drop trustworthiness of honest parties. Inversely,
allot stuffing attack is the manipulation of reputation of compromised
evices to increase trustworthiness. Bad mouthing and ballot stuffing
ttacks are reputation collusion attacks that the malicious nodes are act-
ng in collusion with other malicious nodes. Also, in selective attack, the
alicious nodes behave alternatively badly and well between requests
hen they are providing services. 

The existing initial works in the literature are based on beta distribu-
ion for updating reputation RRS [16] and RFSN [17] . RRS [16] utilizes
oth positive and negative reputations and the second-hand information
s put under a deviation test. The receiving node decides whether to in-
egrate the deviating information with its current records depending on
he level of trustworthiness of the reporting node. These behaviors are
lso similar to our work but they give more weight to current experi-
nce than past experiences. However, this makes the system more prone
o on-off attacks. The attacker gains the reputation rapidly and gives
arm the network easily. The other work RFSN [17] , also utilizes both
rst-hand and second-hand information. They only allows the positive

eedbacks. However, this makes the system vulnerable to ballot stuff-
ng attacks. With only positive information, nodes cannot share their
ad experiences which can be catastrophic as each node needs to learn
adness from their own experiences [10] . Then, stranger communica-
ion accuracy will be very low. Also, malicious nodes survival time can
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Fig. 1. An example for chord. 

Table 1 

Finger table of 𝑁 𝐾=6 . 

Interval Successor IP/port 

𝑁 6 + 2 0 = 7 𝑁 𝐿 =10 IP N 10 / Port N 10 

𝑁 6 + 2 1 = 8 𝑁 𝐿 =10 IP N 10 / Port N 10 

𝑁 6 + 2 2 = 10 𝑁 𝐿 =10 IP N 10 / Port N 10 

𝑁 6 + 2 3 = 14 𝑁 𝑁=33 IP N 33 / Port N 33 

𝑁 6 + 2 4 = 22 𝑁 𝑁=33 IP N 33 / Port N 33 

𝑁 6 + 2 5 = 38 𝑁 𝑀=47 IP N 47 / Port N 47 

Fig. 2. Lookup operation. 
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e extended with the help of excessive number of positive feedbacks of
ther malicious nodes. 

Bao and Chen [18–20] proposed to utilize several trust properties in-
luding QoS trust such as honesty and cooperativeness and social trust
uch as community-interest. The authors evaluate the proposed strat-
gy in the presence of bad mouthing and ballot stuffing attacks [21] .
tilizes a simple game approach which achieves Bayes equilibrium [22] .
nd [23] used Bayesian inference to aggregate self observations into di-
ect trust (first-hand trust). Social similarity metric (friendship, social-
ontact, and community of interest) is utilized to rate a recommender.
ocial similarity weighted sum is used to aggregate recommendations
nto indirect trust (second-hand trust). Bad mouthing and ballot stuff-
ng attacks are tolerated whereas on-off attack is not considered. 

Another work in the literature is [9] which is in the same class with
ruSD according to [8] . This work is also distributed and event-driven
here the trust value is updated after each query. In this work, only first-
and information is utilized during trust calculation. Their work is re-
ilient against on-off attacks but as their does not consider second-hand
nformation, each device depends on its own experience which makes it
ulnerable to stranger communications. This can be detrimental for un-
ecoverable services. To cope with this problem, our TruSD mechanism
onsiders not only first-hand but also second-hand information. TruSD is
lso resistant against on-off attack, bad mouthing attack, ballot stuffing
ttack and selective attack. Additionally, all the works above only shows
he results for overall communications which are expected to decrease
hen they only include the case where the trust decision is needed for
 stranger communication that the device has no personal experience
ith. Our analysis not only shows the results for overall communications
ut also focuses on this case which includes stranger communications
etween devices who have not contacted earlier. 

. Distributed hash tables (DHT) 

P2P networks which have key based routing mechanisms are stated
s “Structured P2P ” networks. They utilize Distributed Hash Tables
DHT) to provide key based routing. DHT is a distributed version of
 traditional hash table which allows each peer to be responsible for a
pecific part of the content in the network. There are different protocols
hat construct structured P2P networks (e.g., CAN [24] , Chord [25] , Pas-
ry [26] , Kademlia [27] etc.) which show differences mainly in terms of
he organization and the policies applied on the routing and forwarding
f the messages/requests across the network. 

The nodes and the data are assigned unique identifiers from a large
D space (Node ID and Object ID ). The assignment of these identifiers is
rovided by applying a hash function on a property of the resource gen-
rating an m-bit sequence [28] . Node ID is calculated by applying a hash
unction on the MAC address of a node. Also, in our case the objects are
olding the addresses of the Reference Holders who are holding the trust
alues. Object ID is provided by applying a hash function on the Node ID 
f the provider node, h ( Node P || i ) for each i where 𝑖 ∈ {0 , 1 , 2 , … , 𝑐} . c is
 system parameter which shows the number of reference holders per
evice. 

Each object is held by a unique live node, called the object’s respon-
ible node. The responsible node is chosen as the one whose Node ID is
he closest to the data’s identifier, in the ID space. 

An example of a structured P2P network following the Chord pro-
ocol is illustrated in Fig. 1 . Chord uses a circular identifier space of
60-bit integers modulo 2 160 and maps the objects to the live node with
he closest Node ID clockwise from the data’s identifier. In this figure,
here are four devices which obtain their Node ID s that corresponds to
ogical points at the Chord circle. Objects are hold by the closest nodes
n the circle. Object A , Object B and Object C are stored in Node L . Similarly,
bject D and Object E are stored in Node N and Object F is kept in Node M 

. The
outing of messages is based on the unique identifiers of nodes ( Node ID ).
ll nodes maintain a routing table (indicated as finger table in Chord)
onsisting of the Node and the communication address (e.g., IP) of
ID 
everal other nodes. Nodes route messages after advising their routing
able by following a forward mechanism that leads progressively closer
o the identifier that is each time specified. Let’s suppose 𝐾 = 6 , 𝐿 = 10 ,
 = 33 and 𝑀 = 47 in Fig. 11 and the circle space is 2 6 − 1 and then
e can specify the finger table for Node K as shown in Table 1 . In this

opology, if N K is trying to reach an object with 𝑂𝑏𝑗 𝐼𝐷=57 , then it will
orward the request to N M 

as it is the closest node in its finger table to
he final destination 

In our framework, we do not specify any type of DHT since we uti-
ize a lookup function which is provided by any type of DHT. Lookup
peration is provided by sending the request to the closest node that
s known by the querior. Then, it sends this query to the closest node
t knows and this continues until it reaches the requested node. This is
llustrated in Fig. 2 . Let’s suppose that NodeA is looking for the destina-
ion node NodeC. NodeA can only communicate with the nodes in blue
olor. It sends the request to NodeB , since it is the closest node to NodeC

hat it knows. As NodeB only knows the white coloured nodes then it
ill send the request to the closest node to the requested node NodeC .
very node sends the request to the closest node it knows, until the
istance between the destination becomes “0 ” which means that desti-
ation is reached. If the destination node does not exist in the network,
hen the closest node to the destination will inform the lookup query
nitiator node that the requested node is not in the network anymore.
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Table 2 

System parameters. 

Term Explanation 

Node ID ID of a device in DHT layer 

TL Trust List of a device 

AT P Aggregated Trust value for a provider P 

tv P Trust Value for a Provider device P , calculated after its own experiences 

tv RH Trust Value for a Reference Holder device RH , calculated after its own experiences 

tv RH → P Trust Value for a Provider device P sent by Reference Holder device RH 

tv R → P Trust Value for a Provider device P sent by Requester device R 

𝜃 Trust Threshold 
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n our framework, we need the address of Reference Holders and it is
btained by calling the following function Address X ← lookup ( X ) where
 is the object calculated by applying the hash as follows h ( Node P || i ) as
xplained above. With the help of this DHT layer, addresses of the de-
ices who are holding the trust values are distributed over the network.

For device P , reference holders are determined with the following
ash operations h ( Node P ||1), h ( Node P ||2), ..., h ( Node P || c ) where our sys-
em suggests having c number of reference holders per device. The near-
st device just after h ( Node P ||1) point (clockwise) in the DHT circle,
ill be the first reference holder for device P , the nearest device after
 ( NodeP ||2) point in the DHT circle will be the second reference holder
or device P , ... It is calculated like this for determining c reference hold-
rs of device P . In this way, reference holders are determined and the
rust values for Node P will be hold by these devices. Also after this de-
ermination the addresses of Reference Holders are stored in DHT layer,
nd when DHT method lookup ( h ( NodeP ||1)) is called then it will return
he address of first reference holder of device P . 

. Trust 

Trust is a way to measure the fulfillment of the requester. In a service
uery, a requester device wants to know if the provider device is acting
n a way that it is supposed to be. This ‘acting’ verb is strongly related
o the context that trust framework is utilized. For instance, if it is used
or file sharing between devices, it will measure if the device provides
equested file as it is wanted in a decent time. Thus, the devices evaluate
rust values according to their experiences. 

In our framework we do not specify the service since we do not want
o restrict our framework. It can be utilized for any type of service that
ill only change the parameters for the trust function T utilized in ser-
ice provision protocol. Provider device is providing a service and the
equester asks a service from it. According to the service, each device
valuates the nodes and calculates trust values for the nodes that they
ave communicated. 

There are lots of trust calculation functions [29–31] in the liter-
ture which can be chosen according to the context. Thus, we do
ot want to restrict our scheme and we suppose that there is a trust
unction called T which gathers some parameters according to the
ontext and returns a trust value tv P for the provider Node P : t𝑣 𝑃 ←
 ( 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 1 , 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 2 , …) . In order to find out the Reference hold-
rs of the Provider in DHT layer, the following hash operation is cal-
ulated: h ( Node P || i ). Hash values are computed for each i where 𝑖 ∈
0 , 1 , 2 , … , 𝑐} . ( c is the number of reference holders per device). Each
alculated hash value shows one of the Reference Holder device for
rovider. 

Each device has its own internal trust list TL that contains trust values
or any node that it has communicated earlier. After Requester receives
he service from Node P , it will add tv P to its internal trust list TL . Then,
or the further communications Requester node will use this list. 

Since the aim of this work is to provide a decision before the service
s requested from Provider node, Requester node needs to ask opinions
f Reference Holder nodes. According to their opinions an aggregated
rust value AT is calculated. Then a decision algorithm is utilized and
P 
T P is compared with a threshold 𝜃. Then it is decided as trustable or
ot. These are explained in details in Section 6 . 

. System and threat model 

Our framework is above a P2P network that is based on a Distributed
ash Table (DHT). We suppose that DHT will hold the trust values for
ach device in the framework. We do not specify the DHT technology,
t can be any type such as CAN [24] , Chord [25] , Kademlia [27] etc. op-
rations. It has a dynamic structure that nodes can join and leave the
etwork anytime. 

Since we are providing a trust framework for a service provision in
 P2P network, a service will be requested by a device whereas another
evice will provide it. As far as it is a P2P network, all devices can have
ifferent roles at the same time. In our system model, devices can have
he following roles: Provider, Requester and Reference Holders (RH).
rovider is the device whose trust will be queried whereas Requester is
he one which wants to communicate with the Provider device if it is
rustable. Reference Holders are the nodes who are holding trust values
or the Provider node. In our framework, we provide a trust mechanism
hich aims to provide accurate information for especially a new com-
unication in which a node who wants to receive service from another
ode that has not been communicated earlier. The main goal is to give
ccurate decisions about the devices that are not contacted before. In
ome cases it can be devastating to trust an unknown node. An exam-
le is illustrated in Fig. 3 . Lets suppose that in the smart home, there is
 temperature sensor which needs an update from Internet. Then, the
ensor will have the Requester role and named as R . It firstly learns
he providers list PL from an indexed table (which is not in our scope)
nd learns that smart watch and camera can provide this service (point
). However, the sensor did not communicate with any of them ear-
ier. Let’s say it picks smart watch as the Provider P from the provider
ist. Then, R firstly needs to communicate with reference holders of the
mart watch and receive their opinions about it. In order to reach the
eference holders, Requester needs to learn the communication address
f reference holders via lookup function of DHT 𝐴𝑑 𝑑 𝑟𝑒𝑠𝑠 𝑋 = 𝑙𝑜𝑜𝑘𝑢𝑝 ( 𝑋 )
point 1), in which X is the object calculated by applying the hash as fol-
ows h ( Node P || i ). Then, R communicates with all reference holders via
eference Query Protocol (point 2). Then, it calculates an aggregated

rust value, compares this value with a threshold and decides to trust or
ot. If R decides to trust, it needs to learn the communication address of
rovider P via lookup function of DHT 𝐴𝑑 𝑑 𝑟𝑒𝑠𝑠 𝑃 = 𝑙𝑜𝑜𝑘𝑢𝑝 ( 𝑃 ) (point 3).
hen, it requests the service via Service Provision Protocol (point 4). Af-
er R reaches the service, it evaluates the service and provides a feedback
eport. Then it sends the reports to all reference holders via Feedback
eport Protocol (point 5). If the smart watch is malicious, it can send
 malware which will be devastating and not possible to restore. Thus,
e propose a trust framework for such type of stranger communications
hich decreases the possibility of such devastation. 

We suppose that the main goal of an attacker is to obtain a control
ver the network to provide as many malicious services as possible. He
ims to manipulate the benign nodes to trust and ask for services from
alicious nodes. We allow the adversary to capture k out of N devices
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Fig. 3. System and threat model. 
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nd manage to direct most of the benign nodes to malicious nodes. If an
ttacker manages to become a reference holder, he can provide positive
eferences for his collaborators whereas negative ones for benign nodes
n order to manipulate. Attacker can also compromise the legitimate de-
ices and prevent their ability to provide services. We suppose that they
an collaborate and they have perfect instant communication between
hemselves. They can control their own behaviours, they can decide to
ie but they cannot reach to other devices messages. 

The compromised nodes can provide on-off attack, selective attack,
ad mouthing and ballot stuffing attacks [15] . On-off attack exploits
he property of giving more weight to recent recommendations of trust
ystems. Attacker can behave well for a period of time and regain the
rust. Our TruSD model handles this issue by giving more weight to the
revious trust values. A bad mouthing attack occurs when malicious
odes provide dishonest recommendations to drop trustworthiness of
onest parties. Malicious devices when they have requestor or reference
older roles, are sending negative feedbacks for benign devices. Simi-
arly, ballot stuffing attack which is the manipulation of reputation of
ompromised devices to increase trustworthiness. In our system, mali-
ious devices are sending positive feedbacks for captured nodes. TruSD
s resistant against these attacks as the requestor compares its own ex-
erience with the reference holder’s recommendation. Then, the system
an easily notice the trial of the manipulation of malicious nodes. Also,
elective attack is provided with the help of camouflage probability that
he malicious nodes behave alternatively badly and well between re-
uests when they have provider roles. This attack’s affect is diminished
n TruSD, since trust decisions are provided by considering not only one
ut also several reference holders’ recommendations. We do not con-
ider jamming and DDoS attacks. 

. Protocols 

In order to provide a trust framework for a P2P network, we propose
he following protocols that consist of the messages between the nodes
ho have the roles as Requester, Provider or Reference Holder. Initially,
equester device communicates with the Reference Holders and asks

or their opinion about the Provider device and aggregates trust values.
hen if the Provider node is trustable, Requester receives the service
rom the Provider Node and sends the feedback report to the Reference
olders. The details of the protocols are provided in the following sub-
ections. The symbols utilized in the following sections are shown in the
ollowing table. 

.1. Reference query protocol 

When a device needs a service, it will request this service from one of
he devices who can provide it. Due to their roles, the device who wants
he service will be Requester and the other device who is capable to
rovide the service is the Provider. Initially, Requester needs to decide
f the Provider device is trustable or not. In order to come up with a
ecision, he needs to ask opinions of Reference Holders who are holding
rust values for the Provider device. The communication messages for
eference query is shown in Fig. 4 . 

In order to learn which devices are the Reference Holders for the
rovider device, Requester calculates hash values h ( Node P || i ) for each i
here 𝑖 ∈ {0 , 1 , 2 , … , 𝑐} . ( c is for the number of reference holders per de-
ice). Requester node learns the addresses of the reference holders with
he lookup query in DHT layer, 𝐴𝑑 𝑑 𝑟𝑒𝑠𝑠 ℎ ( 𝑁𝑜𝑑𝑒 𝑃 ||𝑖 ) = 𝑙𝑜𝑜𝑘𝑢𝑝 ( ℎ ( 𝑁𝑜𝑑 𝑒 𝑃 ||𝑖 )) .
fter Requester learned the addresses, it communicates with all the ref-
rence holders. In Fig. 4 , we show the communication between the Re-
uester and one of the reference holder RH s, but the Requester device
akes the same communication with all RH s of Node P . 

Requester starts the protocol with sending a query message that con-
ains his ID ( Node R ), ID of the provider Node P , i and the request for ref-
rence ReqRef. RH firstly calculates h ( Node P || i ) to see if he is really a RH

or Node P . Then it checks its own trust list TL RH if a trust value exist for
ode P . At initial communications, it is possible that RH does not receive
ny feedback and it will not have any trust values for Node P . In this case,
eply message contains NACK otherwise it contains tv RH → P which is the
rust value for the Provider P given by the RH . After Requester receives
he reply message, it waits for all messages from all RH s of Node P . Then,
t calculates aggregated trust value AT P for Node P as follows: 

𝑇 𝑃 = 

∑𝑐 

0 𝑡𝑣 𝑅𝐻→𝑃 × 𝑡𝑣 𝑅𝐻 
𝑐 

(1) 

tv RH is utilized from the Requester’s own list TL R . If there is not any
ntry for RH in its list, a default initialization trust value for an unknown
eference holder is utilized in calculations. Also, c is the number of refer-
nce holders for Node P . Requester compares aggregated trust value AT P 
ith a trust threshold 𝜃, if it is under this value it decides not to trust the
rovider Node, otherwise it decides to trust. This equation reduces the
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Fig. 4. Reference querypProtocol. 
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Fig. 5. Service provision protocol. 
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ffects of selective attacks where the malicious nodes acting sometimes
ad sometimes good. As this equation suggests deciding according to
everal reference holder’s decision, it decreases the effect of malicious
ode. 

At the very beginning of the system since the nodes does not have
nough communications, the Requester mostly receives NACK messages
rom all the reference holders. In this case, it will trust with probability
b . 

All the reference query protocol is mostly critical for the nodes which
ave not contacted earlier, but of course the same strategy can be ap-
lied for the known nodes (mostly for the untrusted ones). It is possible
hat Provider is not contacted for awhile and Requester wants to learn
bout the current trust value about it. Then it will calculate the trust
alue by considering aggregated trust value AT P and its own past expe-
ience tv P as follows: 

[(1 − 𝑤 ) × 𝐴𝑇 𝑃 ] + [ 𝑤 × 𝑡𝑣 𝑃 ] . In this formula, w determines the weight
or its own past experiences. The higher w means that past experiences
re considered as more important than aggregated opinions of others. If
t is fixed that 𝑤 = 1 , then Requester does not ask for references if it has
ontacted with a node earlier. 

Additionally, the known nodes who are evaluated as untrusted are
ot plunged into darkness forever, if the Requester node does not want
o operate reference query protocol. If it is tv P value is under 𝜃 service is
till requested with a probability ps , which gives them a chance. All these
perations are summarised in the algorithm in the following algorithm.

if 𝐷𝑒𝑣 𝑃 ∉𝑇 𝐿 then 

if Any 𝑅𝐻 𝑖 ∈ 𝑇 𝐿 then 

Calculate 𝐴𝑇 𝑃 
else 

Trust device 𝑃 with probability 𝑝 
end if 

else 

if 𝑡𝑣 𝑃 > 𝜃 then 

Trust device 𝑃 
else 

Trust device 𝑃 with probability 𝑝𝑠 
end if 

end if 

.2. Service provision protocol 

If Requester decides that Provider node is trustable, it will request the
ervice as shown in Fig. 5 . Requester node sends service request ReqSer

nd its node ID Node to the Provider Node. Then Provider checks if a
R 
rust value tv R exists in its trust list TL P . If the Provider device communi-
ated with Requester device before-time, then it has evaluated Requester
nd has calculated a trust value tv R . Provider compares this value with a
hreshold 𝜃 to decide if Requester is trustable or not. If Requester is not
rustable, it provides the service with p probability, if it decides not to
ive the service then it sends NACK message. If it is not in the list or its
v shows that it is trustable, it will give the requested service Ser . Since
e do not specialize the service we suppose that service is provided in
ne message, but it is also possible that more messages are exchanged
etween the devices. Our attitude has the tendency of not giving ser-
ices to untrusted devices since there can be fragile resources that can
e affected by any malicious communication. 

After the service is provided by the Provider node, Re-
uester evaluates the service according to the trust function
 ( 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 1 , 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 2 , …) which takes several service specific
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Table 3 

Attacker behaviours 

Security Threat Service Provision / 
Camouflage probability 
(selective attack) 

Reputation for Benign Nodes 
(bad mouthing) 

Reputation for Malicious 
Cooperatives (ballot stuffing) 

TruSD property 

Malicious collectives 0% Normal High Eq. 2 

Malicious collectives with camouflage f % Normal High Eq. 1 

Driving down the reputation of a 

reliable peer 

0% Low High Eq. 2 
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Fig. 6. Feedback report protocol. 
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arameters. This function returns a trust value tv P for the Provider
ode. Additionally, Requester node evaluates the RHs according to
heir suggestions. The trust values for Reference Holders, tv RH s are
alculated according to the following formula: 

𝑣 𝑅𝐻 = 1 − (∣ 𝑡𝑣 𝑃 − 𝑡𝑣 𝑅𝐻→𝑃 ∣) (2)

tv RH → P shows the trust value for Provider, that is sent by corre-
ponding reference holder RH in Reference Query Protocol. Also, tv P is
he trust value for Provider that is calculated by Requester. If RH sug-
ested the Provider node as trustable and Requester is satisfied with the
ervice of Provider node, then RH is evaluated as trustable. Similarly if
he opinion of Requester about the Provider node is conflicted with the
uggestion of RH then it is evaluated as untrusted. This equation pro-
ides resistency for bad mouthing and ballot stuffing attacks as these
ttacks are trying to manipulate the decisions by giving bad feedbacks
o good ones and good feedbacks to bad ones. As this equation compares
ts own experience with the suggestion of the Reference Holder, differ-
nt suggestions will be punished by decreasing its trust value in TL . For
nstance, if the malicious RH sends feedback for the Provider node as 0.1
bad mouthing attack) whereas the Requestor experienced the service
nd evaluated trust value as 0,9 then it will evaluate the trust value for
H as 1 − (∣ 0 . 9 − 0 . 1 ∣) = 0 . 2 . Similarly, if RH is providing ballot stuffing
ttack and sends a feedback for a malicious Provider as 0.9 and the Re-
uestor experienced the service and evaluated trust value as 0,1 then it
ill evaluate the trust value for RH as 1 − (∣ 0 . 1 − 0 . 9 ∣) = 0 . 2 . 

According to an aggregation function F , the trust values for both
rovider and reference holders are updated in the list TL R . This function
alculates the current trust value as follows: 

𝑣 ( 𝑅𝐻||𝑃 ) 𝑘 = 

( 𝑡𝑣 ( 𝑅𝐻||𝑃 ) 𝑘 −1 𝑥 ( 𝑘 − 1)) + 𝑡𝑣 ( 𝑅𝐻||𝑃 ) 
𝑘 

(3)

The aim of this equation is to update trust values by considering
he previous experiences. This function updates the current trust value
or RH, tv RHk , and provider, tv Pk , by considering the calculated tv RH in
q. 2 and tv P calculated from function T and the previous trust values
𝑣 𝑅𝐻𝑘 −1 and 𝑡𝑣 𝑃𝑘 −1 . In this equation, k refers to the number of commu-
ications between these entities. 𝑡𝑣 𝑃𝑘 −1 or 𝑡𝑣 𝑅𝐻𝑘 −1 is multiplied with
 − 1 to preserve the effects of the past experiences. This preservation
s important which makes our model resistant to on-off attacks since
his attack exploits the forgetting property of trust systems. When the
ttacker starts to behave well, devices are deceived immediately and
tart to trust the compromised devices. In order to be resistant to this
ttack, we give more weight to the previous experiences. This function
s called for both provider and reference holders and accordingly their
rust values are updated in the internal trust list of Requester TL R . At
he end of this protocol, a service is provided to the Requester node and
he Provider is evaluated according to this service. 

.3. Feedback report protocol 

After Requester node receives the service, it generates a feedback
eport for the Provider node, FB P , and sends this report to all Reference
olders of Provider as shown in Fig. 6 . This report contains the trust
alue tv R → P that is calculated in the previous section. Requester sends
ts own node ID Node R , feedback report FB P and the Provider’s node ID
ode with i . Then, reference holder firstly computes h ( Node || i ) to see
P P 
f it is really the reference holder for P . Then it calculates the current
rust value 𝑡𝑣 𝑃 𝑘 for Node P as follows: 

𝑣 𝑃 𝑞 
= 

( 𝑡𝑣 𝑃 𝑞−1 𝑥 ( 𝑞 − 1)) + ( 𝑡𝑣 𝑅 →𝑃 ) 

𝑞 
(4) 

Previous trust value for Provider 𝑡𝑣 𝑃 𝑞−1 is added up with the trust
alue tv R → P in the feedback report. In this equation, q shows the num-
er of updates for the trust value. 𝑡𝑣 𝑃 𝑞−1 is multiplied with 𝑞 − 1 in order
o preserve the effects of the past experiences. After the calculation, Ref-
rence Holder sends an Ack message back to Requester node to inform
hat its feedback is considered. 

.4. An overview 

Security threats scenarios over distributed systems are categorised
n [32] . Our threat model considers ”collective malicious ” attacks in-
tead of individual ones since it requires more capable attackers and it
s more difficult to cope with. We also consider ”malicious collectives
ith camouflage ” and ”driving down the reputation of a reliable peer ”
ttacks. The malicious attackers behaviours can be analyzed as service
rovision behaviour and reputation provision behaviour. Service provi-
ion shows if the attacker provides a good or bad service. Since some
ttacker behaviour suggest being camouflaged, this depends on the cam-
uflage probability. Thus, service provision behaviour can be analyzed
n terms of camouflage probability. Reputation providing behaviour can
lso be categorized as the attitude for benign nodes and malicious coop-
ratives. The following Table 3 shows these behaviours and the property
f TruSD that meets the ball as a defence player. 

According to this table, our model is resistant against malicious col-
ectives with the help of Eq. 2 since this attack is provided by ballot stuff-
ng. On the other hand, malicious collectives with camouflage attack is
andled with Eq. 1 where a selective attack is provided. In driving down
he reputation of a reliable peer attack, Eq. 2 provides the resistency of
ruSD. This paper does not consider on-off attack, but it is handled with
q. 3 . 
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Fig. 7. Trust lists before service is requested 
from the provider. 
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Let’s suppose that requester device R is trying to decide about the
rovider device P. Reference Holder’s for device P are DevB, DevC and
evN . Trust Lists of these devices are shown in Fig. 7 . In this sce-
ario, 𝜃 = 0 . 6 , 𝑘𝑏 = 10 , 𝑘𝑐 = 15 , 𝑘𝑛 = 20 , 𝑞𝑏 = 3 , 𝑞𝑐 = 4 𝑎𝑛𝑑𝑞𝑛 = 5 . All the
teps can be summarised as follows: 

• R operates the Reference Query Protocol with DevB, DevC and
DevN . 

• R obtains tv B → P , tv C → P and tv N → P . 
• R calculates 
𝐴𝑇 𝑃 = ( 𝑡𝑣 𝐵→𝑃 𝑥𝑡𝑣 𝐵 ) + ( 𝑡𝑣 𝐶→𝑃 𝑥𝑡𝑣 𝐶 ) + ( 𝑡𝑣 𝑁→𝑃 𝑥𝑡𝑣 𝑁 )∕3 
𝐴𝑇 𝑃 = ((0 . 97 𝑥 0 . 88) + (0 . 95 𝑥 0 . 95) + (0 . 47 𝑥 0 . 55))∕3 = 0 , 66 

• R compares AT P and 𝜃.Since 𝜃 = 0 . 60 and AT P > 𝜃. Then R will
trust P , request and obtain the service. 

• After the service obtained, R evaluates the provider P according
to a trust function: 
𝑡𝑣 𝑃 = 𝑇 ( 𝑝𝑎𝑟𝑎𝑚 1 , 𝑝𝑎𝑟𝑎𝑚 2 , 𝑝𝑎𝑟𝑎𝑚 3 , 𝑝𝑎𝑟𝑎𝑚 4) = 0 . 98 . 

• R adds 𝑡𝑣 𝑃 = . 98 to its Trust List. 
• R also evaluates the Reference Holders.Let’s suppose that it is the

10th time that R communicates with Dev B , whereas it is 15 for
Dev C and 20 for Dev N ( 𝑘𝑏 = 10 , 𝑘𝑐 = 15 , 𝑘𝑛 = 20 ). Then, 
𝑡𝑣 𝐵10 = 1 − ( 𝑡𝑣 𝑃 − 𝑡𝑣 𝐵→𝑃 ) = 1 − (0 . 98 − 0 . 97) = 0 . 99 [ 1–41 ]. 
𝑡𝑣 𝐶15 = 1 − ( 𝑡𝑣 𝑃 − 𝑡𝑣 𝐶→𝑃 ) = 1 − (0 . 98 − 0 . 95) = 0 . 97 
𝑡𝑣 𝑁20 = 1 − ( 𝑡𝑣 𝑃 − 𝑡𝑣 𝑁→𝑃 ) = 1 − (0 . 98 − 0 . 47) = 0 . 49 

• R updates its Trust list with the following trust values for the
reference holders: 
𝑡𝑣 𝐵 = 

( 𝑡𝑣 𝐵9 𝑥 9)+ 𝑡𝑣 𝐵10 
10 = ((0 . 88 𝑥 9) + 0 . 99)∕10 = 0 . 89 

𝑡𝑣 𝐶 = 

( 𝑡𝑣 𝐶14 𝑥 14)+ 𝑡𝑣 𝐶15 
15 = ((0 . 95 𝑥 14) + 0 . 97)∕15 = 0 . 951 

𝑡𝑣 𝑁 = 

( 𝑡𝑣 𝑁19 𝑥 19)+ 𝑡𝑣 𝑁20 
20 = ((0 . 55 𝑥 19) + 0 . 49)∕20 = 0 . 54 

• Then R sends its feed back report to the reference holders. 
• Each reference holder updates the tv P in its own trust list con-

sidering the feedback report. Let’s suppose that tv P is updated
3th time on Dev B , whereas it is 4 for Dev C and 5 for Dev N .
( 𝑞𝑏 = 3 , 𝑞𝑐 = 4 , 𝑞𝑛 = 5 ). Then, all devices updates tv P according to
the following formula: 

𝑡𝑣 𝑃 = 

( 𝑡𝑣 𝑃𝑞−1 𝑥 ( 𝑞−1))+( 𝑡𝑣 𝑅 →𝑃 ) 
𝑞 

– Dev B calculates tv P as follows: 
𝑡𝑣 𝑃 = 

((0 . 97 𝑥 4)+(0 . 98)) 
5 = 0 . 972 

– Dev C calculates tv P as follows: 
𝑡𝑣 𝑃 = ((0 . 95 𝑥 9) + (0 . 98))∕10 = 0 . 953 

– Dev N calculates tv P as follows: 
𝑡𝑣 𝑃 = ((0 . 47 𝑥 14) + (0 . 98))∕15 = 0 . 50 

– Trust list tables after the service provision is provided in
Fig. 8 . 

. Protocol analysis 

In Reference Query Protocol, Reference Holder can be a liar or ma-
icious device which wants to manipulate the Requester node to trust
alicious nodes via sending inaccurate tv P value to the Requester. Ad-
itionally, he can try to hide himself by sometimes giving right values.
his is called camouflage probability that he sends accurate trust values
ith f % rate. Thus, in our protocol only a probabilistic guarantee can
e provided to the Requester node. If there are m malicious nodes out
f N devices in the system, then Requester node receives the right tv P 
alue from all the reference holders with the following probability: 

(1 − 

𝑚 

𝑁 

) + ( 𝑓 × 𝑚 

𝑁 

)) 𝑐 (5)

here c is the number of reference holders per device. According to
ggregated tv P values Requester calculates aggregated trust value AT P 
hich not only depends on tv P , but also tv RH s (shown in Eq. 1 ). The tv RH 

an be calculated as in Eq. 2 in the previous communications or the
eference holder can be contacted as a Provider in previous communi-
ations and evaluated after a service according to function T . Since our
ramework is a P2P network and each node can have different roles in
ifferent protocols and query order is not deterministic, it is not possible
o give an exact guarantee formula for having accurate AT P calculation.

In Service Provision Protocol, service is provided in the last message.
f Provider node is malicious (or captured), Requester node cannot reach
he accurate service. Thus, our protocol suggests that Requester node
an receive the right service with (1 − 

𝑚 

𝑁 
) + ( 𝑓 × 𝑚 

𝑁 
) probability. 

Similarly, in Feedback Protocol, if Requester node is captured, inac-
urate feedback will be utilized in trust value updates. Thus, the Ref-
rence Holder will receive the accurate feedback from a Provider with
1 − 

𝑚 

𝑁 
) + ( 𝑓 × 𝑚 

𝑁 
) probability. 

Since the same node can have different roles in different protocols
nd these roles determine the order of filling the trust lists TL of nodes,
e cannot provide exact functions for guarantees per protocol. Addi-

ionally, there are possible malicious activities that can trap the system.
or instance, in the scenario in Fig. 3 , let’s suppose the requestor sensor
 claims that it needs an update from Internet. It learns the provides

ist PL from an indexed table and learns that smart watch can provide
his service. Let’s suppose sensor is compromised and controlled by an
ttacker, then it can follow the feedback report protocol and can pro-
ide a negative feedback report to reference holders decreasing the trust
evels of the smart watch. 

In addition to these activities several attacks are also possible to the
rotocols since all messages are clear. Man-in-the-middle attack, modi-
cation, eavesdropping are some examples of possible actions. These ac-
ivities cannot be completely blocked. That is why we give probabilistic
uarantees under compromised node attack. This attack also covers the
nsecure communication between the nodes. The device or the commu-
ication can be captured by the attacker. We can only give network wide
robabilistic guarantees which show that until 60% devices are captured
eedback mechanism works properly. In order to show the performance
esults we provide the simulation details in the following section. 

. Simulation details and results 

Our protocols performance analysis are provided via simulations. In
he presence of an attacker in our system, malicious devices can lie and
anipulate the benign nodes. Since our protocols cannot provide se-
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Fig. 8. Trust Lists after service is provided to the re- 
quester. 
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urity guarantees itself, we can only make probabilistic analysis. How-
ver, the probabilistic analysis does not provide deterministic guaran-
ees since it depends on the order of receiving different roles in different
ueries. Thus, in order to see the network-wide performance of our pro-
ocols we provide simulations. 

In our simulations, the malicious devices are in collaboration that
hey know each others. Their main goal is to manipulate the benign
odes to trust and ask for services from malicious nodes. According to
he roles, malicious behaviours in the simulation can be summarized as
ollows: 

• Provider: During service procurement, it can give good services
with f probability. This is the camouflage probability that it some-
times provides good services and sometimes bad. 

• Requester: While sending the feedback report to the reference
holders it can give positive feedback for malicious nodes with
1 − 𝑓 probability and negative feedback for benign nodes with
1 − 𝑓 probability. 

• Reference Holder: While providing references, it can give positive
references for its collaborators with 1 − 𝑓 probability whereas
negative ones for benign nodes with 1 − 𝑓 probability in order
to manipulate. 

Simulation of this framework is implemented by using Python for
oding. We run the simulation on a PC which has 8 GB RAM and Intel
ore i7-3610QM 2.3 GHz CPU. In our simulations there are 100 nodes
hich are part of a P2P network. Interconnected peers can either is-

ue a query for a service, ask for a reference or give service/references.
ur network consists of benign and malicious nodes. We suppose that in
ach run, there are 3000 queries where a random node is chosen as the
equester and the service can be supplied by Provider nodes. At each
uery a similar scenario in Fig. 3 is operated. There is a Provider List
L that consists of the providers for the query. We suppose that for each
uery, we choose a random node from all devices and it became a re-
uestor. Then, provider list is generated with 10 random nodes. At each
uery, Requester chooses a node from PL and makes a decision to trust
r not. If Requester decides to trust it requests the service, otherwise it
hooses another node from PL and calculates trust value again. It contin-
es to pick a node from PL until it receives the service. The initial 1000
uery is not involved in results since the system is not stabilized and
ost of the devices have not contacted yet. Each simulation is run 100

imes and each result is obtained by calculating the average of these
uns. Also, if requestor is a benign node and receives a service from
 provider (which is a benign device or giving the service on purpose
or camouflage), it sends positive feedback ( 𝑓𝑏 = 1 . 0 ) to the reference
olders of the provider. If it cannot receive the service, then it sends a
egative feedback ( 𝑓𝑏 = 0 ). Malicious nodes will behave inversely and
ry to falsify the benign nodes. 

We evaluated our framework in terms of three metrics: accurate trust
ecisions rate (ACC), choosing malicious nodes rate (FDR) and receiving
ad services rate (GBS). 

ACC shows the rate of the accurate decisions that benign nodes are
eemed as trusted and malicious nodes are considered as untrusted.
n our case, TP is the number of “trusted ” decisions for benign nodes
hereas TN is the number of “untrusted ” decisions for malicious nodes.
imilarly, FP is the number of “trusted ” decisions for malicious nodes
hereas FN is the number of “untrusted ” decisions for benign nodes. In

hat vein, ACC is calculated as follows: 

𝐶𝐶 = ( 𝑇 𝑃 + 𝑇 𝑁)∕( 𝑇 𝑃 + 𝑇 𝑁 + 𝐹 𝑃 + 𝐹 𝑁) . (6)

False Discovery Rate (FDR) is the probability of incorrectly choosing
 malicious node. It is calculated as: 

 𝐷𝑅 = 𝐹 𝑃 ∕( 𝑇 𝑃 + 𝐹 𝑃 ) . (7)

Receiving Bad Service (GBS) is the probability of the Requester node
equests the service from an untrusted node and receive bad service. 

𝐵 𝑆 = 𝐵 𝑎𝑑𝑆𝑒𝑟𝑣𝑖𝑐𝑒 ∕ 𝑇 𝑜𝑡𝑎𝑙𝑄𝑢𝑒𝑟𝑖𝑒𝑠 (8)

According to these metrics, we provide performance analysis under
ifferent number of malicious nodes ( m ), different number of reference
olders ( c ) and different camouflage probabilities ( f ). As it is explained
n Section 7 , c, f and m are the main factors in protocol analysis. 

In Fig. 9 , simulation results are illustrated for different rates of ma-
icious nodes. In this simulation, each query is generated by picking a
andom device. We suppose that this device is the Requester and look-
ng for a service. For each query, a Provider List PL is generated by
icking random devices. These devices can be either a device who has
lready communicated with Requester earlier or a device which will
ave a stranger communication with Requester that they have not con-
acted earlier. Camouflage probability is considered as 𝑓 = 0 during the
imulation. According to Eq. 5 in Section 7 , when m increases the per-
ormance of the framework gets worse. The results suggest that until
0% of the devices are captured, the results are perfect. ACC is nearly 1
nd GBS and FDR are 0. When more than 60%s of devices are captured,
BS and FDR starts to increase and ACC starts to decrease as expected.

f all the nodes become malicious, ACC decreases to 0 and system gives
lways wrong decisions. Similarly, FDR and GBS increases to 1 and the
etwork always gives bad services. 

Fig. 10 shows the results for different number of reference hold-
rs per device. These results are showing the behaviour of the frame-
ork for stranger communications. When a node asks for a service, the
rovider list PL is generated by picking random devices which will have
 stranger communication with Requester that they have not contacted
arlier. During the simulations, the camouflage probability is 𝑓 = 0 and
here are 20% malicious nodes in the network. When the percentage
f reference holders per device increases, it is expected to have better
esults since the Requester node gives more accurate decisions by con-
idering more references. This can also be interpreted from the Eq. 5 in
ection 7 . According to the simulations, after 3 reference holders, the
ramework gives perfect results. ACC is nearly 1 and GBS and FDR are 0.
hese results suggest that 3 reference holders are enough for obtaining
ccurate services. That means in order to obtain a accurate service from
n unknown node, each device needs to communicate with 3 reference
olders. 

The results for different camouflage probability is shown in Fig. 11 .
hese results show the success of our framework on bootstrapping com-
unications. PL is generated by picking random devices that have not
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Fig. 9. Performance under different percentage of malicious nodes. 

Fig. 10. Performance under different percentage of reference holders 
per device in stranger communications. 
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ontacted with Requester earlier. There are 20% malicious nodes in the
etwork. During the simulations, the camouflage probability f is varied.
hen a malicious node becomes a reference holder, he gives accurate

rust value with probability f . Similarly, if a malicious node become a
rovider in a query, he gives good service with probability f . It is ex-
ected to have wrong decisions about the malicious node when f in-
reases. According to the simulations, the framework gives perfect re-
ults until f = 30%s. After then FDR starts to increase and ACC starts to
ecrease. When f becomes 1.0, malicious nodes always gives good ser-
ices and they cannot be differentiated. Thus, GBS is not affected since
hen f increases Requester still receives good service even it asks from
alicious nodes. As there are 20% of malicious nodes, FDR increases

o 20%s and ACC decreases to 80%s since any of the malicious nodes
annot be detected. 

Another performance related issue is about number of steps until it
ecides to trust. If Requester device decides that the candidate Provider
s not trustable, it will pick another device from the Provider List and
ggregate trust values from reference holders for this device. It continues
a  
ntil it decides to trust. Thus, until “trust ” decision is found, service is
ot queried from the Provider nodes, but references are aggregated from
eference holders. We also make analysis to see in how many steps they
an reach the service during the simulations and the analysis suggest
hat Requester can reach the accurate service at most in two steps. That
s to say, it does not bring noteworthy burden for the nodes. 

. Performance analysis 

In this section we provide computational, communication and mem-
ry analysis for the proposed protocols and operations in our framework
ruSD. We suppose that our framework is working on top of DHT generic

nterface, we present the additional costs on DHT network. 

.1. Computational cost 

According to our protocols at each service query, if a node has a re-
uestor role, it makes one hash operation, c multiplication, c addition
nd one division operation for aggregated trust value AT calculation
P 
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Fig. 11. Performance under different camouflage probability(f) in 
stranger communications. 

Table 4 

Computational overhead of TruSD. 

Role Computations 

Requestor 1 𝐻 + 1 𝐷 + 𝑐 ∗ ( 𝑀 + 𝐴 + 𝑆) 
Reference Holder 1 𝐻 + 1 𝑀 + 1 𝐷 + 1 𝐴 
Service Provider –

a  

h  

o  

r  

r  

a
 

v  

h  

i  

[

9

 

d
 

e  

w  

n  

l  

b  

a  

A  

a  

o  

e  

a  

a  

a

9

 

u  

O  

A
 

v  

e  

A  

m  

t  

t  

f  

s  

s  

w  

p
 

m  

m  

A  

a  

h  

i  

[

1

 

j  

w  

n  

i  

f  

n  

i  

c  

e  

i  

w  

w  
nd c subtraction operations for trust list update. Similarly, if a node
as a reference holder role, it operates one hashing, one multiplication,
ne addition and one division operation. If a node has a service provider
ole, then it needs to make comparisons to find the trust value for the
equestor device in its trust list. Since comparison is a basic XOR oper-
tion, we do not even incorporate it into the Table 4 . 

According to the analysis in Fig. 10 , when 𝑐 = 3 framework gives fa-
orable results. Thus, a few number of mathematical operations and one
ashing is operated for each query which can easily be handled by prim-
tive IoT devices. For hashing, there are lots of lightweight techniques
33] which can be applied on our trust framework. 

.2. Memory consumption 

In our framework each node needs to hold trust list that contains
evice ID Dev ID and trust value for the devices. 

If there are N number of nodes in the network and c reference hold-
rs, then each node needs to be reference holder for c number of nodes
hich means that it holds c number of trust values. Additionally, each
ode holds trust values for the nodes that they have communicated ear-
ier. If there are z number of communicated nodes earlier then there will
e 𝑐 + 𝑧 entries in this table. Each entry has a node identifier (eg. 32 bit)
nd a trust value (eg. 64 bit). Then total storage will be 96 × ( 𝑐 + 𝑧 ) bits.
ccording to the analysis in Fig. 10 , when 𝑐 = 3 framework gives favor-
ble results. Then, the table size depends on z which shows the number
f communicated nodes. According to our scenario in the simulations,
ven if it is supposed that all (100) nodes have communicated by a node
nd a trust value is entered to the table for each communication, then
pproximately 1, 1 KB is needed to store this table which is an affordable
mount of storage for an IoT device. 
.3. Communication cost 

Since our framework is on top of DHT, join and lookup operations are
tilized from this framework. In Chord, such a join procedure requires
 (( logn ) 2 ) messages where n shows the number of nodes in the network.
lso, lookup operation demands O ( logn ) number of messages [34] . 

In TruSD, all the protocols consist two messages. Then, for each ser-
ice query there will be 2 × (( 𝑐 × 2) + 𝑆𝑀) messages in total. The refer-
nce query protocol will be performed with all the reference holders.
lso, as we do not specialize the service, it can be provided in several
essages. Thus, SM represents the number of messages that is needed

o provide the service. At the end, feedback protocol is operated with
he reference holders. According to the analysis in Fig. 10 , when 𝑐 = 3
ramework gives favorable results. Then, for each service query, 14 mes-
ages will be exchanged in total if the service is provided in one mes-
age. Requestor device will transmit seven and receive seven messages,
hereas reference holder will transmit six and receive six messages and
rovider will transmit and receive one message. 

In terms of energy consumption, each device is receiving and trans-
itting a few messages which is eligible for sensors (as energy to trans-
it is about 59.2 𝜇J / byte and energy to receive is 28.6 𝜇J / byte [35] ).
lso, as far as our protocols have only simple mathematical operations
nd just one hashing operation (for each requestor role and reference
older role) for each query, it is favorable even for sensors (as hash-
ng costs 5.6 𝜇J / byte and mathematical operations give negligible costs
35] ). 

0. Discussion 

In our framework, the number of queried reference holder is ad-
ustable. There is a trade off between the number of reference holders
hich are asked for opinions, and communication overhead. Requester
ode can decide how many Reference Holders it wants to ask for opin-
ons. Our results suggest that just three Reference Holders are enough
or receiving accurate service, which does not take a notable commu-
ication burden. Still, it is possible to define another threshold which
s utilized to show highly trusted nodes. Then, in order to decrease the
ommunication overhead, Requester can choose to ask just one Refer-
nce Holder (instead of 3) which is highly trusted. Additionally, it is
mportant to state that Requester node does not have to communicate
ith the Reference Holders to obtain a trust value if it has communicated
ith the Provider earlier. It can utilize its own experiences expressed as
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rust values in its trust list TL . This brings an advantage that, in such
ervice provision systems where most of the nodes communicate with
he other nodes at least ones after awhile, devices do not have to ask for
pinions of Reference Holders. 

Our protocols provide a trust framework which can be utilized in
ervice discovery. We do not specialize the service that it can be any
ype. If the service requires confidentiality and it has existing setup for
his requirement, it is possible to utilize TruSD on top of an existing
ecure communication network. Then, the system will provide services
rom trusted devices via confidential links. 

Also, we argue that our framework is important for sensitive and
nrecoverable data. It is possible to state that this type of data is not
referred to be transferred via an open channel. if it is required and
evices have enough resources for this operations, it is possible to create
 shared key among devices (i.e. Diffie Helman Key Exchange Protocol
ith certificates) and the service can be transferred through this link

n Service Provision Protocol. The certificates are utilized to prevent
an-in-the middle attack and they can be provided via an off-line CA

Certificate Authority) before the devices participate the system 

Our model is not only considering constant but also camouflage at-
acks. The attackers are not always acting in the same pattern. There
s a camouflage probability which makes the attacker unpredictable.
his camouflage property not only provided during the service provi-
ion but also during giving the feedbacks. Making our system more re-
ilient against more clever attacks such as collusion attacks [36] can be
onsidered as a future work. 

1. Conclusion 

In this paper, we propose a framework that enables trusted communi-
ation among devices in service discovery. Our trust framework focuses
n not only the communication between the known devices but also the
tranger communications with new devices that have not contacted ear-
ier. This type of communication becomes more critical when the system
as unrecoverable damages with inaccurate services. All devices in the
ystem can be provider and also the requester of a service at the same
ime that they constitute a P2P environment. Our framework works on
op of a structured P2P network based on DHT. Any type of structured
2P protocol can be utilized, since we only use lookup function of a DHT.
y utilizing DHT, we propose a novel way of choosing reference hold-
rs that prevents the malicious nodes to control the reference holders.
e propose protocols that provide trust aggregation, service provision

nd feedback aggregation. Attacker provides on-off attack, selective at-
ack, bad mouthing and ballot stuffing attacks in the threat model. Then,
e provide closed form of probabilistic analysis and make simulations
hich give network-wide probabilistic security guarantees. According

o the results, until 60% of the devices are captured, nearly all decisions
re accurate. Also, just three reference holders are enough to get accu-
ate services through the network. As the framework is provided for IoT
evices, we also provide analysis in terms of memory, computational
ost and communication overhead which show that our framework is
ffordable for IoT devices. As a future work, our model’s security can
e verified by using formal verification techniques as represented in the
ollowing papers [37–41] . Additionally, we plan to make experiments
n a real testbed. This will make our results more realistic. 
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