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ABSTRACT
The emergence of the internet of Things (IoT) has resulted in the

possession of a continuously increasing number of highly heteroge-

neous connected devices by the same owner. To make full use of the

potential of a personal IoT network, there must be secure and effec-

tive cooperation between them. While application platforms (e.g.,

Samsung SmartThings) and interoperable protocols (e.g., MQTT)

exist already, the reliance on a central hub to coordinate commu-

nication introduces a single-point of failure, provokes bottleneck

problems and raises privacy concerns. In this paper we propose

SeCaS, a Secure Capability Sharing framework, built on top of a

peer-to-peer (P2P) architecture. SeCaS addresses the problems of

fault tolerance, scalability and security in resource discovery and

sharing for IoT infrastructures using a structured P2P network, in

order to take advantage of the self-organised and decentralised

communication it provides. SeCaS brings three main contributions:

(i) a capability representation that allows each device to specify

what services they offer, and can be used as a common language to

search for, and exchange, capabilities, resulting in flexible service

discovery that can leverage the properties on a distributed hash

table (DHT); (ii) a set of four protocols that provides identification

of the different devices that exist in the network and authenticity

of the messages that are exchanged among them; and (iii) a thor-

ough security and complexity analysis of the proposed scheme that

shows SeCaS to be both secure and scalable.
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1 INTRODUCTION
The achievements of new technological advances and the appealing

services they provide result in a proliferation of Internet of Things

devices in our life. These smart embedded systems are increasingly

ubiquitous and notoriously heterogeneous allowing seamless inte-

gration between the physical and the cyber world. The possession

of a large variety of such smart appliances by the same owner forms

the owner’s IoT ecosystem, a personal network where each con-

nected device provides specific services for the user. This ecosystem

can enable the available smart devices to unite their strengths and

overcome individual weaknesses (e.g., the lack of storage in one de-

vice) or provide more advanced functionalities (e.g., smart cameras

to add with elderly care). To realise such potential and permit the

owners to make the most out of the infrastructure they possess, a

secure discovery and access control mechanism that allows device

collaboration must be in place [19].

Typically, the mechanisms, which allow devices to collaborate,

follow a centralised operation, where a central managerial entity

(e.g., a search engine [15], a broker [8], a central hub [6]) controls

the information flow and orchestrates the interactions of devices,

mediating among their communication [43]. Regardless of their

well-established application, the dependency of these centralised

mechanisms on the availability of the connection link between the

central administrative point and each device makes them vulner-

able to single-point failures as when the connection link is down,

collaboration among devices cannot be achieved. From a privacy

perspective, relying on an external infrastructure that aggregates

and controls crucial personal information on users raises signifi-

cant threats [33]; if the central server is breached the whole system

is compromised, whereas users do not control the way their data

are handled or by whom they are processed [40]. Also, the fact

that the same entity handles all the requests can result in network

bottlenecks making this solution not inherently scalable, an es-

sential property of IoT infrastructures that have to accommodate

a significant and continuously increasing number of connected

devices.

These well-known issues [1, 4, 17] motivate the use of decen-

tralised communication models to be used to allow for all of these

endowed components to interact with each other by discovering the

resources that are available in the network. In this paper, we study

the use of structured peer-to-peer (P2P) overlays in such a use-case.

In structured P2P overlays, nodes communicate with each other

in a decentralised manner without being obliged to communicate

with a hub or a cloud backend, making the system more reliable

and robust. The load is uniformly distributed among the network

devices themselves; thus all the data are handled locally mitigat-

ing personal information leaks. The distributed hash table (DHT)
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routing scheme that is followed by the peers provides scalability as

queries can be resolved with logarithmic complexity in the size of

the network, without creating bandwidth bottlenecks or requiring

the nodes to be within distance to directly communicate with each

other.

However, employing structured P2P networks to enable IoT de-

vice collaboration is not a trivial task [35, 36]. First of all, the exact

match query that DHT performs necessitates devices to initiate sev-

eral communication sessions that are proportional to the resources

they search, even if they can be closely related (e.g., they can refer

to the possibility to occupy storage but of different space amount).

The design of an appropriate expression format that is both (i) com-

patible with the exact query discovery that DHT performs and (ii)

provides discovery flexibility by allowing nodes to search for the

capability they want with as little communication cost as possible,

is needed.

Enabling device collaboration in a structured P2P manner is also

a challenging task from a security point of view. Firstly, the struc-

tured P2P networks do not have an administrative entity that can

invigilate peers’ communication. Also, IoT topologies are highly

dynamic due to the mobility of devices and their constrained re-

sources that can lead them to fall in sleep-mode regularly. However,

to accomplish such a task it is fundamental to guarantee that only

authorised nodes can access the network, that only proper members

of the network can access the capabilities of other nodes and that

any malicious activity or configuration error can be detected. The

heterogeneity of IoT devices concerning their resources further cre-

ates the need for the proposed techniques to apply to both powerful

and lightweight devices in order to provide scalability.

Our contributions are three-fold:
• We introduce a flexible way of representing device services

that we call capabilities, which enables collaboration among

peers that are organised in a structured P2P network.

• We design four protocols that achieve an authenticated boot-

strapping, an authorised access to the capabilities of nodes

and render peers accountable for the messages they ex-

change; thus allowing them to collaborate securely by dis-

covering and exchanging services.

• We provide a complete security analysis with respect to our

threat model for the four protocols and we analyse the com-

plexity of our proposal based on the computational, memory

and communication overhead that is introduced to the peers.

We prove that our framework can achieve both secure collab-

oration and good performance for large deployed connected

environments.

2 BACKGROUND AND RELATEDWORK
In this section, we provide background on DHT schemes, the rout-

ing mechanism of structured P2P networks [24], on top of which we

construct our proposed communication framework. SeCaS is not

tied with any particular structured P2P overlay. For concreteness

reasons and without loss of generality we use Chord [31] to indicate

examples and underline the performance analysis of our proposal.

We briefly elaborate on its design here. Also, in this section we

position our paper versus existing work on P2P overlays and other

Figure 1: The organisation in Chord, an identifier ring mod-
ulo 2

6 consisting of ten nodes that stores five keys. Dashed
lines show how the finger table is generated for Node8,
whereas solid lines show the path of a lookup query for
Object54 starting at Node8.

already proposed platforms that enable the discovery and sharing

of resources provided by different devices that coexist in the same

network.

P2P networks allow for decentralised communication, by en-

abling nodes to act both as clients and servers. In structured P2P

networks, the nodes and the application-specific data are assigned

unique identifiers (i.e., NodeID and ObjectID , respectively) that
place them on a large ID space structure. Figure 1, shows how

Chord organises the identifiers on a circle modulo 2
m
. The routing

of messages is based on these unique identifiers. All nodes maintain

a routing table (indicated as finger table in Chord) consisting of

the NodeID and the communication address (e.g., IP) of several

other nodes. Nodes route messages after advising their routing

table by following a forward mechanism that leads progressively

closer to the identifier that is each time specified. DHT provides the

same functionality as a traditional hash table, by storing the corre-

lation between an object and a value, which is location information

concerning the nodes on which the data can be found. A defined

function maps each object to a different node called the object’s

responsible node. In Chord, as a responsible node is chosen the first

node whose NodeID is equal to or follows the data’s identifier in

the identifier space.

Our proposal is general and agnostic to the DHT used, which

means that any structured P2P network (e.g., CAN [28], Chord [31],

Pastry [29], Kademlia [25]) can be employed. SeCaS relies only

on a simple DHT abstraction (API) [14, 21] that can provide three

primary methods:

• Join(IDNC,NodeBS): This method provides the possibility a

new nodeNC to join the networkwith the help of a bootstrap-

ping node BS. BS, which already takes part in the overlay,

assigns a NodeID to NC, which is used as its identifier in

the DHT. BS creates this NodeID according to an identifying
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property (ID) of the newcomer (e.g., its IP address). Conse-

quently, with the help of BS and other peers in the network,

the NC initialises its routing table, TableID .
• Store(ObjectID,NodeID): This method associates the unique

identifier of a peer, NodeID with a specific Object,ObjectID
in the DHT, and stores it at the responsible node for this

specified Object.

• Lookup(ObjectID): This method returns when available the

location information (i.e., a list with all the nodes’ identifiers,

{ListID }) that is associated with the indicated ObjectID ,
which is stored in its responsible node; or an empty list.

A large variety of different applications adopt the distributed op-

eration that P2P overlays provide such as file sharing (e.g., Napster,

Freenet), instant messaging (e.g., Skype) and multimedia streaming

(e.g., Peertube) [9]. However, each one demands a different configu-

ration as it is bound to the discovery of a specific resource, related

to the context of each use case (e.g., a file, a username). The lack

of flexibility in the resources that are discovered within each P2P

network and the absence of interconnection mechanisms that can

enable different P2P deployments to interact between each other

prevents the broader and faster adoption of P2P systems in IoT

environments. These ecosystems demand interoperable discovery

mechanisms to be in place that can support the heterogeneous

services, which are provided by the different connected devices.

SeCaS enables a holistic discovery of all the available resources

that are registered and are to be shared in an IoT environment. We

achieve that by introducing capabilities, a way to represent all the

different services that nodes can contribute to the network. In the

literature, there have been proposed ways of denoting the compe-

tence of devices in IoT ecosystems. In general, semantic ontologies

have been introduced to solve interoperability and heterogeneity

challenges [7, 34, 37]. Despite the effectiveness of semantic models

on providing support for resource and service discovery in the

IoT environments, the multiple annotations they use to describe

specific services do not fit well with DHT exact terms search. Our

hierarchical service representation can associate to each service

a unique identifier by hashing. In this way, we enable the use of

DHT routing in the context of our application—achieving a co-

operative operation of devices. In industry, companies follow a

more programmable way to coordinate and control accessories in

home automation platforms [6, 30], where devices are abstracted

to their underlying commands and attributes. Even if all the above

structures achieve a detailed representation of device capabilities,

they are targeting services explicitly. Hence, they do not allow the

possibility of searching the network in a more advanced way (i.e.,

starting from a more general to a more specific sought-after service

and vice-versa); on the contrary, our proposal benefits from such

retrieval flexibility during the search operations.

SeCaS, by using a DHT scheme, achieves scalability and avoids

spatial constraints and network flooding, limitations that are en-

countered in other distributed resource discovery frameworks that

use the broadcast communication channel [41] and social links [20]

to advertise available services. Compared to other proposals that

also rely on a structured P2P overlay to enable resource discovery in

IoT environments [2, 12, 27], SeCaS achieves guaranteeing a secure

and reliable collaboration among the devices relying just on the

DHT structure and without either needing the peers to be organ-

ised in different neighbourhoods nor introducing extra organisation

layers to the system architecture. To the best of our knowledge, our

scheme with the capabilities representation together with the intro-

duced protocols is the first to leverage the use of P2P networks to

safely discover and exchange the services provided by a plethora of

IoT devices without increasing the deployment cost of the system.

3 CAPABILITIES
The purpose of our framework is to enable devices to work collabo-

ratively in a secure context, by exchanging services. In this section,

we elaborate on capabilities, our hierarchical service representa-

tion that allows denoting all the different services that nodes can

contribute to the network. We start by underlining the objectives

that need to be achieved by the proposed structure and then we

present our proposal and its advantages.

3.1 Prerequisites
P2P networks have been widely used in different applications that

were primarily dedicated to file-sharing by distributing network

bandwidth [13]. However, throughout the years they have also

enabled the simultaneous exchange of other resources such as

processing power [5] and disk storage space [22]. Nowadays, IoT

ecosystem presents a significant heterogeneity regarding the abil-

ities of the devices that constitute it. To enable their exchange a

mechanism that provides an easy way to represent them must be

in place. In particular, this representation must provide a coherent

registration and management of the different things that each de-

vice can do. It needs to be comprehensive and human-readable and

easily extended to adapt any newly introduced device benefits.

To be able to use the DHT and take advantage of the accurate

discovery of objects that it provides, the representation mechanism

must be able to generate objects by hashing. Furthermore, it needs

to allow searching the network in an advanced way, for example,

by executing queries that provide the possibility to locate similar

objects that fall under the same group. An easy way to achieve that

is by using range queries, where the value of the given attribute

is between an upper and lower boundary. However, in the DHT,

the object to be searched is specified by its unique identifier [3],

allowing for only exact-match queries. The challenge that arises is

to enable the check of a range by using one and not multiple exact-

match queries, as this redundancy increases the communication

cost for the nodes.

3.2 Representation mechanism
In our study, we define capabilities as all the different ways in which

devices can contribute services in the network [32]. The services

can emanate from any resource that the device has, a software

(e.g., communication interfaces), a hardware (e.g., memory) or a

transducer (e.g., sensor, actuator). For example, an “Amazon Echo”

device can access the web through its WiFi interface for a device

that only has Bluetooth connectivity, can save data for a peer that

is running out of memory or it can produce an alarm sound for a

sensor device that does not have a speaker.

Capabilities, our representation mechanism, are described in

plain-text following a hierarchical model depicted in Backus-Naur
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form [26] expression illustrated below. The representation of each

capability is the name of a service with any number of refine-

ments, separated by dots. The Service is used as the group label

of each capability and refers to the functionality that is provided

by a device acting as a general description of the capability. The

Refinements are used in order to give more details concerning the

different capabilities. If we regard the service as the general group

within which a functionality is categorised, we can consider the

refinements as the concrete identifiers of the subcategories that

constitute the group. Refinements specification walks through the

different subgroups of an initial category going from something

more general to something more specific. Following that different

capabilities have a different number of refinements. For example,

Communication.TCP.HTTPS.TLS12 capability corresponds to the

existence of a specific communication interface and the refinement

specifies the exact communication module that is provided.

Object = hash(Capability)

where ⟨Capability⟩::=⟨Service⟩{"."⟨Refinement⟩}

The plain-text of the capabilities’ representation is hashed by

using a collision resistance function creating the Objects. For each
capability a different number of objects can be generated depending

on the specified Refinements that accompany the used Service. In

particular, for a capability that has n refinements there will exist

n + 1 associated objects inserted in the network. After the Objects

have been obtained by hashing, a device can invoke the lookup

operation by specifying any of the specific objects that is associated

with the capability it is looking for.

Capability = Service.Ref
1
. . . Refn ⇒
Objects = {Object

0
, . . . ,Objectn},

where

Object
0
= hash(Service),

Object
1
= hash(Service.Ref

1
),

...

Objectn = hash(Service.Ref
1
. . . Refn).

Our proposal provides a convenient way for manufacturers to

define new capabilities by introducing new Services or extending

the Refinement list for the already created ones. It can also preserve

compatibility with the way that capabilities are represented in

already implemented protocols for automation control in smart-

home environments such as Samsung’s SmartThings [30], Google’s

Weave [18] and Apple’s HomeKit [6]. In particular, the different

information that they specify for each capability in their description

(e.g., commands, attributes, status), can be included as a different

refinement in our proposal.

This representation mechanism introduces a lightweight way

to generate Objects that incorporate all the necessary information

that needs to be defined so that a specific capability can be located

efficiently into a broader set; thus compatibility with the DHT is

provided, and the execution of exact-match queries is possible.

The hierarchical representation offers a retrieval flexibility dur-

ing the search operations. If the precise name of a capability is not

known (i.e., compatibility issues stem from non-unified naming of

capabilities by different vendors) or when the invoked lookup oper-

ation of a sought-after capability returns an empty list, nodes can

choose to search for a more generalised capability taking advantage

of the hierarchy’s peel-off property. As a result, we can achieve a

reduction of the misleading indicated unavailability cases when

not the specified but similar objects exist in the network. For exam-

ple, if a node searches for Thermostat.TemperatureState but this
service is stored as Thermostat.TemperatureMeasurement by an-

other peer, the requester can peel off the refinement and search only

for Thermostat. Similarly, MemoryProvision.Level2 provides a

capability of offering storage to another device to save data and

the refinement indicates the available space, depicted in different

levels that correspond to different storage magnitudes. If the com-

municated node does not have Level2 amount of free space, then

it can define the level of free space that it has available, for example

Level1. The above-mentioned described lookup search achieves

performing general/range queries by using only one exact-match

query; thus, there is no need to perform multiple exact-queries to

examine a specific range that increases the bandwidth usage and

the communication overhead for the nodes.

The creation of multiple hashed values proportional to the num-

ber of defined refinements for each capability renders more fault

tolerance to the system. In particular, each capability has associated

with it multiple objects. Hence, the disappearance from the network

of a capability demands the failure of multiple nodes. Thus, the

possibility of unintentional deficient lookup queries is restricted.

The proposed representation in conjunction with the Fulfilment

protocol presented in section 5.4 achieves the exchange of any

capability that can be encountered in an IoT ecosystem, despite

their heterogeneity. In particular, both capabilities that demand one

communication session (e.g., the download of a software update)

or more (e.g., the storage and retrieval of data from the memory of

a device) can be satisfied. To carry and transmit all the necessary

information that needs to be specified for each capability separately,

we harness a Data structure. Each time this structure is decomposed

into different components (e.g., commands, attributes, methods)

and the associated semantics and values vary based on the defined

capability and the kind of message (e.g., sending or responding) for

which it is used.

4 SYSTEM AND ADVERSARY MODEL
In this section, we introduce the system model, on which we base

our work, and we specify the adversarial model against which our

framework is secure.

4.1 System Model
In our model, we assume a group of connected devices from light-

weight to powerful ones, equippedwith a set of different capabilities

owned by the same person or organisation. Nodes can directly reach

each other to discover and use services, which they have advertised

on the system. Potential use case scenarios can be a user’s home

network or a factory, where several devices are deployed across

the same network. We consider a dynamic topology where nodes

can join and leave at any time. To join the network, nodes broad-

cast their presence to discover a bootstrapping node. After joining

the overlay, peers follow a DHT routing scheme to communicate.
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Figure 2: The system and adversary model. Nodes are organ-
ised in a structured P2P network, legitimate peers that are
already a member in the network are depicted with the let-
ter “P”, whereas the legitimate newcomer is denoted with
the letter “L”; malicious nodes are shownwith the letter “M”.
Red arrows demonstrate the different attacks that we con-
sider during the communications.

We leverage the decentralised communication of DHT to provide

scalability and fault tolerance to the IoT infrastructure; peers can

resolve their requests addressing them to other participating nodes

rather than to a specialised directory (e.g., a centralised hub) or to

all the registered ones (i.e., flooding). Both the underlying DHT’s

inherent load balancing for keys, by use of consistent hashing and

our scheme protocols’ random choice over the returned node list,

improves fairness among nodes for the provision of services, which

means that a single node will not be a repeated bottleneck. We

allow for any structured P2P (e.g., CAN, Chord) to be used. Without

loss of generality, we choose Chord in our system model depicted

in Figure 2. Peers can specify the service they want to utilise by

making use of the capabilities representation we specify in section 3.

The communication protocols we define in section 5, which deter-

mine the way peers interact, guarantee specific security properties

throughout their collaboration.

4.2 Threat Model
We assume a Dolev-Yao attacker [16] who fully controls the com-

munication channel, i.e., can eavesdrop, manipulate, replay and

intercept all communication and can also non-deterministically

inject his messages into the network. For our analysis, we con-

sider an active adversary who aims at manipulating the network

without being detected; thus denial-of-service (DoS) and jamming

attacks are out-of-scope. The goals of the attacker, depicted in red

in Figure 2, are:

(1) to join the network and get the rights of an authenticated

node

(2) to manipulate the DHT operations, i.e., initiating fake store

operations or responding erroneously to lookup requests

(3) to break the confidentiality and the integrity of the commu-

nication among peers that collaborate

Our proposal provides a concrete secure solution that underlines

and addresses the guarantees that have to be safeguarded in this

new IoT ecosystem, assuming only on a simple DHT API and that

an authentication mechanism is in place. We do not make any

security assumptions about the DHT functions (i.e., join, store

and lookup); as long as those functions are provided, the security

properties of SeCaS remain unchanged regardless of the specific

type of the underlying peer-to-peer network, which makes the

framework more applicable in different scenarios. For our proposal,

wemade the design choice to adopt an authentication schemawhich

assumes that the network owner possesses a public-private key pair

with which she validates out-of-band the identities of legitimate

peers. However, other authentication schemas [23] or off-the-shelf

authentication protocols such as IPsec or TLS can also be employed.

The protocols we specify provide strong accountability for the

messages that nodes exchange. In the event of a compromised

node, there will be a cryptographic proof of the node’s malicious

behaviour; thus, the node can be identified and removed from the

system out-of-band.

5 FRAMEWORK PROTOCOLS DESCRIPTION
In this section, we present the four protocols that constitute our

proposed communication framework. The protocols allow devices

to execute an authenticated bootstrapping at any structured P2P

network and to check the authenticity of the messages they re-

ceived from the DHT. Peers that follow the protocols by using the

capabilities representation we introduce in section 3 can collabo-

rate in a secure manner by reserving and granting access to others

peers capabilities. For all the protocols it is true that if any of the

verification steps fails, the protocol terminates with an error.

5.1 Bootstrapping Protocol
One device withC number of capabilities, henceforth referred to as

Alice, that has already obtained her certificate (i.e., she is a legiti-

mate node) and wants to join the overlay, follows the Bootstrapping

protocol, depicted in Figure 3. After picking a random nonce NA, Al-

ice initiates the communication by broadcasting her certificate, the

freshly picked nonce NA and her signature on the wireless channel,

waiting to hear back responses from neighbouring nodes. Upon re-

ceiving the broadcast message, one of the devices already a member

of the overlay, henceforth referred to as Bob, authenticates Alice by

examining the received certificate and checking the integrity of the

nonce based on the provided signature. Subsequently, Bob picks

a nonce NB and replies to Alice by providing his certificate, his

node unique identifier in the DHT and the freshly picked nonce NB
that he signs together with the nonce that was indicated in Alice’s

initiated message. Alice authenticates Bob based on his certificate

and she inspects the integrity and freshness of his response based

on the provided signature and the included nonces. She responds

back to Bob, by signing the nonce that he picked together with his

node identifier. Bob after receiving Alice’s signature knows that

he really talks to Alice, thus, he is safeguarded from the unneces-

sary execution of the Join operation that is invoked immediately

afterwards. Thereafter the two devices execute together the Join
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Alice

Initiator

Bob

Responder

Pick NA

CertA∥NA∥SignA(NA)

Check CertA, SignA
Pick NB

CertB ∥NodeB ∥NB ∥SignB (NA∥NodeB ∥NB )

Check CertB , SignB ,NA

SignA(NB ∥NodeB )

Check SignA,NB ,NodeB

NodeA, TableA ← Join(IDA,NodeB )

SignB (NA∥NodeA)

Check SignB ,NA,NodeA
Accept NodeA

∀ID ∈ C : Store(ObjectID, NodeA)

Figure 3: Bootstrapping Protocol. A node that wants to be
registered in the network initiates a broadcast message wait-
ing a response from a SeCaS peer. Nodes obtain their certifi-
cates out-of-band.

operation provided by the DHT, which returns the unique identifier

that is assigned to Alice and her initialised routing table. Finally,

Bob signs Alice’s identifier together with the nonce that she chose.

After receiving Bob’s signature, Alice accepts the node identifier

that she was assigned NodeA, as valid and she then invokes the

Store operation in order to update the records of each responsible

node of the C capabilities that she can contribute to the network.

At the end of the protocol, a legitimate and alive node Alice has

successfully joined the network and the network is both acquainted

of her presence and of the capabilities that she can provide.

5.2 Resource Reservation Protocol
When a node, referred to as Alice searches for a capability in the

overlay, she initiates the Resource Reservation protocol, illustrated

as Figure 4. At first, Alice invokes the Lookup operation of the DHT

specifying the unique identifier,ObjectID of the capability that she

is looking for. The invoked operation returns a list with all the peers,

which have denoted that can provide the requested service. How-

ever, as the DHT provides no security, the obtained list is considered

to be potentially tampered. After obtaining the list, Alice selects

Alice

Initiator

Bob

Responder

{ListID } ← Lookup(ObjectID)

Select NodeB ∈ ListID
Pick NA

CertA ∥NA ∥Capability ∥SignA(NA ∥Capability)

Check CertA, SignA
Check Capability
Generate Token

CertB ∥m∥SignB (NA∥m)

Check CertB , SignB ,NA

SignA(Token∥NodeB )

Check SignB, Token, NodeB
Register Token

Figure 4: Resource Reservation Protocol. The initiator who
needs a capability invokes the lookup operation from the
DHT specifying itsObjectID . Then she selects arbitrarily one
of the available peers from the return list and verifies if he
has the sought-after service. If the service is available, she
reserves it.

arbitrarily one peer, called Bob to which she sends a signed capabil-

ity request message that contains her certificate, a freshly picked

nonce, NA and the queried capability, Capability. Bob checks the
authenticity of the message by examining the received certificate

and signature and inspects if he can provide the requested service.

If this holds, he generates a Token (i.e., a random number) that

he associates with Alice’s NodeID and the sought-after Capability.
Subsequently, he replies to Alice’s request by providing his certifi-

cate and a messagem, that includes an acknowledgement and the

freshly generated token,m = Ack | |Token. He also signs messagem
together with the nonce, NA that was chosen by Alice. When Alice

receives Bob response, she checks its authenticity by inspecting the

included certificate and the provided signature and assures that it

corresponds to her initial request based on the returned nonce. She

then signs the provided token together with Bob’s node identifier

and sends it to him. Finally, after checking the received signature

Bob registers the token as issued. In case Bob cannot provide the

requested service, he replies to Alice’s request by providing his
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certificate and a message m, that includes a negative acknowledge-

ment,m = Nack . He also signs message m together with the nonce,

NA that was chosen by Alice, and the protocol terminates. If the

sought-after capability is not currently available in the network

(e.g., Bob was the only one who could provide it), Alice can take

advantage of the peel-off property of the proposed capability repre-

sentation to look for other capabilities that are related to the sought

after one. At the end of this protocol, the requester node Alice re-

serves the capability from another peer Bob who has this capability

in the network. The nodes that are looking for a specific capability

after executing this protocol will know if such capability is really

registered in the network and they will have also identify the node

that is able and committed to providing it. Also, the contacted peer

will be aware of the interest of another node for its specific service

and will have reserved it for as long as the provided token is in

effect (e.g., for a time interval T ).

5.3 Key Agreement Protocol
Two peers jointly agree on a secret key following the Key Agree-

ment protocol depicted as Figure 5. The protocol is based on the

Diffie-Hellman algorithm. The predefined base д is a primitive root

in the group of integers modulo p. Alice, who initiates the pro-

tocol, chooses a secret integer a and picks a random nonce NA.

She then sends to Bob her certificate, дa mod p and the freshly

picked nonce NA. In her message, she also includes her signature

for the дa mod p, NA and Bob’s identifier. Bob upon receiving the

message checks the correspondence of the indicated certificate and

the provided signature and also inspects the node identifier of the

message’s receiver assuring that this message is addressed to him.

If the check is successful, Bob chooses, in turn, a secret integer

b and constructs the shared secret key KAB = (д
a )b mod p. He

sends back to Alice his certificate and дb mod p that he signs to-

gether with the nonce NA that she picked at the beginning. As

soon as Alice receives Bob’s response, she checks the correspon-

dence of the indicated certificate with the provided signature and

the returned nonce, and she then calculates the shared secret key

KAB = (д
b )a mod p. If the protocol terminates, it guarantees that

the secret key is only known to Alice and Bob. The resulting secret

will be used in subsequent communication between the devices,

enabling them to authenticate each other and exchange capabilities

over a confidential secret channel. The protocol takes into consid-

eration the storage consumption at each node and the dynamic

character of the network. By following it, nodes can establish keys

with any of the peers registered in the system if they choose to

do so; thus the number of keys that each node has to store in its

memory is not in direct proportion to the network size.

5.4 Fulfilment Protocol
When a node wants to make use of a peer’s commitment to the pro-

vision of a capability, it initiates the Fulfilment protocol delineated

in Figure 6. Primarily, the initiator, Alice sends the possessed token

that has been obtained from the execution of the Resource Reserva-

tion protocol, a data structure that forms her request and her node

identifier. The message is sent encrypted together with its MAC,

by using the secret key that is established from the completion

of the Key Agreement protocol between Alice and the responder,

Alice

Initiator

Bob

Responder

Pick a,NA

CertA∥дa ∥NA∥SignA(д
a ∥NA∥NodeB )

Check CertA, SignA, NodeB
Pick b

KAB = (дa )b

CertB ∥дb ∥SignB (д
b ∥NA)

Check CertB , SignB ,NA
KAB = (д

b )a

Figure 5: Key Agreement Protocol. Two peers that want to
establish a shared secret key follow an authenticated Diffie-
Hellman key algorithm.

Bob. The responder upon receiving the node’s request retrieves

their shared secret key, checks its integrity based on the provided

MAC and then decrypts it. Subsequently, he ensures that she did

not create the message in the past by inspecting the sender’s in-

cluded node identifier. Then, he examines if the specified token is

still valid, if it is associated with the initiator’s NodeID and if it is

in accordance with the capability ObjectID to which the defined

data structure refers. If the checking is successful, he provides the

specified capability. Hence, he responds back by encrypting the ini-

tially provided token, a data structure that contains his respond, his

node identifier and a new generated token in case of a long lasting

capability. This token will be used in a subsequent execution of the

Fulfilment protocol to refer back to a capability that is still under

sharing. Finally, the responder includes the MAC of his encrypted

response that will then be used from the initiator for checking

the integrity of the replied message. The protocol provides access

control to the nodes’ capabilities. The responder is able to control

which device is going to be the beneficiary of the service provided

with the help of the token. The initiator at the end of the protocol’s

execution will have taken advantage of the other peer’s capability

and will have an acknowledgement for the provided service. All

the communication is encrypted providing confidentiality to the

communication between the collaborative parties.

6 SECURITY ANALYSIS
Based on the threat model that we describe in section 4.2 we now

evaluate the security of the protocols of our framework by dis-

cussing the likelihood of an adversary breaking the security guar-

antees of each protocol to achieve his attacking goals. We will base

our analysis on the following four main assumptions:
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Alice

Initiator

Bob

Responder

EKAB (Token∥DataA∥NodeA)∥MACKAB

Check MACKAB,Token, NodeA

EKAB (Token∥DataB ∥Tokennew ∥NodeB ) ∥MACKAB

Check MACKAB,Token, NodeB

Figure 6: Fulfilment Protocol. The responder grants access
to the initiator to one of his services based on the indicated
token. The nodes are authenticated based on the secret key
they share.

(1) The signature scheme used by the protocol participants and

the CA is secure, i.e., it is not possible to forge a signature

without access to the private key.

(2) The same nonce is only picked twice with negligible proba-

bility.

(3) The same token is only picked twice by the same device with

negligible probability.

(4) Each device registers only one token for any given capability

each time it is requested, along with the NodeID of the node

to whom it was issued. The tokens are maintained for a time

T (enough for nodes to execute the protocols in Figures 5

and 6). After this time the tokens are discarded.

6.1 Bootstrapping Protocol
The Bootstrapping protocol, Figure 3 provides two guarantees, one

for Alice and one for Bob.

Guarantee 1. If the protocol completes successfully, Alice is as-
signed a NodeID sent by Bob (a valid node), and she correctly joins
the overlay network.

Proof. For an adversary to break this guarantee and falsely

convince Alice that she has been assigned a valid NodeID , the ad-
versary would have to successfully send Message 4, as this is the

only way for Alice to get the NodeID that is signed by Bob. The ad-

versary only has two options to send Message 4. He can either craft

the message or replay a previously captured message. To craft Mes-

sage 4 the adversary has to produce a signature over the message

content that matches a certificate signed by the CA. This means

he must either forge the signature or obtain the private keys. The

adversary cannot forge the signature by assumption 1, so assuming

the private keys are kept private, the adversary cannot craft the

message. For replay to work, the adversary has to make sure that

the content of Message 4 expected by Alice, corresponds to one

of the messages available to her. Because the nonce NA selected

by Alice is part of the signature of Message 4, this means that the

adversary either has to force Alice to choose a nonce that corre-

sponds to one of his captured messages, or predict the choice and

force Bob to construct a valid message ahead of time. The adversary

cannot influence Alice’s choice of NA and by assumption 2 previous

nonces (picked by Alice or other nodes) will only be useful with

negligible probability. This means he would have to predict the

choice and make Bob generate Message 4 ahead of time. However,

Bob will only send Message 4 (containing NA) in response to a

signed response (Message 3), and we prove subsequently that the

adversary cannot forge such responses. □

Guarantee 2. For Bob, this protocol guarantees that the join
request is fresh and originated from Alice (a valid node).

Proof. For an adversary to break this guarantee and falsely

convince Bob that he is Alice, the adversary would have to send

Message 3 successfully. The adversary has two options: he can either

create or replay Message 3. To create Message 3, the adversary

has to produce a signature over the message content, which is

not possible according to assumption 1. To replay Message 3, the

adversary has to control Bob’s choice of NB , or predict it and force

Alice to generate Message 3. However, these options are not viable

for similar reasons to those explained above related to the replay

of Message 4. □

6.2 Resource Reservation Protocol
The Resource Reservation protocol, Figure 4 has two guarantees,

one for Alice and one for Bob.

Guarantee 3. At the end of the protocol, Alice obtains a token
which proves that she has reserved a resource from Bob (a valid node).

Proof. For an adversary to break this guarantee and falsely

convince Alice that she has received a valid token, the adversary

has to send Message 2 successfully. The adversary only has two

options to send Message 2. He can either create the message or

replay a previously captured message. To create the message, the

adversary has to produce a signature over the message, which is

not possible according to assumption 1. To replay, the adversary

has to control Alice’s choice of NA, or predict it and force Bob to

generate Message 2, nevertheless for similar reasons to the ones

explained in section 6.1 for the Bootstrapping Protocol, this cannot

be achieved. □

Guarantee 4. For Bob, the protocol guarantees that the request
is fresh and really from Alice, i.e., that it has not been changed or
submitted by someone else.

Proof. For an adversary to make Bob register a token as "is-

sued", he must confirm the token with Message 3 (in Figure 4).

The adversary only has two options to send Message 3. He can

either craft the message or replay a previously captured message.

To craft Message 3 the adversary has to produce a signature over

the message which is not possible according to assumption 1. For

replay to work, the adversary has to control the choice of the token,

or predict it and force Alice to generate Message 3. With the help
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of assumption 3 and similar reasons of the replay of messages as

above, these options are not viable. □

6.3 Key Agreement Protocol
The Key Agreement protocol, Figure 5 provides a guarantee that

holds for both Alice and Bob.

Guarantee 5. If the protocol is completed successfully, a secret
key is created which is only known by Alice and Bob.

Proof. For an adversary to break this guarantee he has two

options: he can create the secret key by using the information

obtained from Message 1 and Message 2, or he can control the

choice of a or b. To obtain the key, he gets the information дa

from Message 1 and дb from Message 2. To craft the key from

this information he needs to solve the discrete logarithm problem

which is computationally infeasible. Assuming the adversary cannot

influence Alice’s choice of a or Bob’s choice of b the adversary

cannot create the shared key between Alice and Bob. □

6.4 Fulfilment Protocol
The Fulfilment protocol, Figure 6 provides two guarantees, one for

Alice and one for Bob.

Guarantee 6. If the protocol completes, Alice will successfully
access one of Bob’s resources.

Proof. In order for an adversary to break this guarantee, the

adversary would have to successfully send Message 2 to take advan-

tage of the provided capability. The adversary can either craft the

message, or replay a previously captured message. To craft Message

2 the adversary has to encrypt the message content; thus he has

to obtain the secret key KAB that is shared between Alice and Bob.

However, as we proved in the Key Agreement Protocol, the adver-

sary cannot obtain the secret key, KAB . To replay the message, the

adversary needs to make the content of the message acceptable by

Alice. According to assumption 3, the same token cannot be appli-

cable twice for the same device. Thus, Alice will understand from

the token number that it is a replay message. However, there can be

a case that Alice has reserved in the past a capability for Bob with

the same token and they have also executed the fulfilment protocol,

the adversary will be able to capture the encryption of the provided

token and perform a replay attack for Message 1 (reflection attack).

However, NodeB in the message will reveal that this message is not

coming from Bob. □

Guarantee 7. For Bob, the protocol guarantees that he shares
with Alice the resource for which he earlier provided a token.

Proof. Alice cannot cheat and take advantage of another re-

source other than what she reserved based on the assumption 4.

For an adversary to trick Bob to share his capability with him will

have to send Message 1 successfully. The adversary can either craft

or replay the message. To craft Message 1 the adversary has to en-

crypt the message content; thus he has to obtain the secret keyKAB
which we proved that it is not possible in the previous section 6.3.

To replay the message, the adversary needs to make the content of

the message acceptable by Alice. According to assumption 3, the

token number will reveal that it is a replay message. However, there

can be a similar case explained above, which can cause a reflection

attack. However, NodeA in Message 1 casts out this threat. □

7 COMPLEXITY ANALYSIS
In this section, we provide a complexity analysis of the SeCaS

framework that runs on top of a structured P2P network. To avoid

duplicating existing work that implements DHT [3, 12, 27] in IoT

environments, we focus on the performance delta (i.e., computa-

tional overhead, storage consumption, communication cost) that

nodes need to sustain when they participate in DHT and when

they follow our proposal. In our analysis, we use as a benchmark

the Chord [31] protocol, for concreteness and consistency reasons.

However, the referred performance is followed by the majority of

the structured P2P networks.

7.1 Computational Overhead
Recent studies have shown that it is feasible to apply public key

cryptography to sensor networks by using the right selection of

algorithms and associated parameters, optimization, and low power

techniques [38]. Following that, we base our analysis on the num-

ber of demanding cryptographic operations (i.e., exponentiations,

signature generations and verifications) that nodes need to perform.

Apart from the hashing operation, which does not impose a

significant computational burden to the nodes, Chord and in gen-

eral the DHT does not demand any other cryptographic operation.

Hence, based on our assumption the computational overhead for

the nodes in Chord is zero.

SeCaS framework provides the security guarantees that we present

in section 6, by using different cryptographic operations. Starting

with the Bootstrapping protocol, both Alice and Bob have to per-

form two signature generations over the messages they initiate.

Also, both of them have to verify signatures three times to authenti-

cate their communicating party based on their provided certificate

or to check the authenticity of the received messages. Hence, the

total computational cost of the Bootstrapping protocol is four sig-

nature generations and six signature verifications. Analogously, we

compute the total introduced overhead for the Resource Reserva-

tion protocol and the Key Agreement protocol, which follows a

Diffie-Hellman key exchange algorithm. The Fulfilment protocol

demands only symmetric encryption-decryption and message au-

thentication code (MAC) verifications; thus following our initial

assumption, its computational cost is zero. Table 1 summarises our

results.

7.2 Storage Consumption
To avoid a linear search of the network [42], nodes in Chord main-

tain a routing table (denoted as finger table) containing at maximum

m entries, wherem is the number of bits of the identifiers. A finger

table entry includes the finger interval and both the Chord identi-

fier and the communication address of the relevant node; thus for

storing their finger table nodes are burdened to reserve O(m) space
in their memory.

In the DHT, nodes are responsible for storing application-specific

data related to a number of different objects that are registered in
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Table 1: Complexity overview of the computational overhead, the storage consumption and the communication cost that nodes
need to sustain when following the Chord P2P protocol and the ones introduced on top of them by SeCaS Framework.

Computational Overhead Storage Consumption Communication Cost

Protocol Alice Bob Chord Introduced Chord Introduced

Bootstrapping 2s + 3v 2s + 3v O(m) + O(r ) 4 · ka O
(
(logn)2

)
+ O(logn) 3

Resource Reservation 2s + 2v 1s + 3v – (д +m + t) · nt O(logn) nt

Key Agreement 1s + 2v + 2e 1s + 2v + 2e – (m + ks ) · (nt + ns − (nt ∩ ns )) – nt + ns − (nt ∩ ns )

Fulfilment 0 0 – f (Data) – 2

the network. In Chord, assuming h registered objects in a network

with n number of nodes, each node is responsible for r = h/n
objects. Each new entry causes the table and also the space that it

occupies to increase linearly and in direct proportion to the number

of inputs. Hence, the nodes are burdened to reserve O(r ) space in
their memory for the data that they are responsible for.

The hierarchical representation that SeCaS introduces for repre-

senting capabilities associates multiple objects with each capability

based on the number of refinements that it has. Despite introduc-

ing a higher load to the total network, the load balancing feature

that is inherent in DHTs such as in Chord promotes the uniform

distribution of the extra objects among all the nodes in the network.

By having all the nodes contributing evenly in the maintenance of

the network, we reduce the collateral damage of the failure of each

node in the total network operation.

In addition to these two tables, the certificate-based authen-

tication mechanism which we adopt for SeCaS schema here re-

quires each participant node to store a few further properties: the

public key of the owner (PKCA), a pair of public-private keys

(PKi, SKi) and its validated identity in the form of a certificate

(Certi = (SiдnCA(IDi , PKi ), IDi , PKi )). The amount of storage that

these properties occupy on each node’s memory depends on the

selected cryptographic asymmetric algorithm that is used for gener-

ating key pairs and signing messages, and the selected key-length.

For example, in RSA the signature size depends on the key size, the

RSA signature size is equal to the length of the modulus in bytes.

This means that for a ka -bit key, the resulting signature will be

exactly ka -bit long (e.g., 2048-bit key length will result in a signa-

ture of 256 bytes). Taking the bit length of the chosen key ka as

constant, storing the four preliminary values requires 4 · ka bits of

memory space on each node.

Further to these values, in the proposed framework each node

needs to store two more tables. In the first table, each node has to

maintain the tokens that provide authorised access to its capabilities.

Each entry in this table has to indicate the string value of the

capability, the unique identifier of the node that has reserved it

and the related token. Assuming a д-bit string, an m-bit unique
identifier for the DHT and a t-bit token in use, the amount of

memory that this table requires is (д +m + t) · nt bits, where nt is
the number of nodes that each node serves.

The second table, has to save the shared secret symmetric keys

which the node establishes with other peers from the network. Each

entry in this table will include the unique identifier of the coopera-

tive node and the established symmetric key. The total amount of

memory that this table demands depends on the bit length of the

established symmetric key (e.g., 256-bit for AES algorithm [39]) and

it grows linearly whenever a new key is established. Nodes share a

secret key with all the nodes with which they collaborate. Consider-

ing the establishment of a ks -bit symmetric key between the nodes,

the storage of this table reserves (m +ks ) · (nt +ns − (nt ∩ns )) bits
on the memory of each node, where ns is the number of nodes that

serves this node.

Nodes are further burdened to use space in their memory de-

pending on the Data structure of the capability that is exchanged

each time. The Fulfilment protocol, Figure 6 enables capability ex-

change by making use of this structure, which carries and transmits

all the necessary information (e.g., commands, attributes, methods)

for each capability.

7.3 Communication Cost
To maintain a correct mapping in the DHT when a node ni joins
the network, the responsibility of the identifier space is going to be

updated, so as the newcoming node to be assigned certain identi-

fiers previously assigned to other peers. This initiates a message

exchange procedure in the network to update the routing invariants

of the affected nodes. In Chord, such a join procedure demands

O((logn)2) messages, in order to make sure certain identifiers pre-

viously assigned to n’s successor to become assigned to n.
To locate both resources and peers across the network, nodes in

the DHT use their routing table. The communication complexity

achieves a balanced trade-off between the cost of maintaining a full

directory and the network delay of storing one neighbour per node.

The level of routing complexity in a stable n-node Chord overlay

requires O(logn) hops. Hence, both the store and lookup operations
demand O(logn) number of messages if recursive routing [10] is

applied or O(2 logn) in case of iterative routing [11].

In SeCaS, both the Bootstrapping protocol (Figure 3) and the

Fulfilment protocol (Figure 6) of our scheme, add a constant num-

ber of three and two messages, respectively, to the nodes that are

communicating in the structured P2P network. The number of ex-

ecutions of the Resource Reservation protocol (Figure 4) and the

Key Agreement protocol (Figure 5), as already explained in the

previous subsection 7.2, depends on the number of nodes that the

node serves and the number of the nodes that serve it; thus the

introduced communication cost from these protocols will be of nt
and nt + ns − (nt ∩ ns ) messages, respectively.

In SeCaS, nodes’ liveliness is inspected by using cryptographic

nonces and not other freshness mechanisms (e.g., timestamps); thus
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no time synchronisation is demanded among the different devices

in the network. The communication overhead that is generated in

order the devices to acquire the necessary properties (e.g., their

certificate) for being authenticated and is not a burden that our

proposal imposes but is linked with the authentication schema that

SeCaS uses; thus we do not include it in our calculations.

8 CONCLUSION
In this paper, we introduce SeCaS, a framework that enables efficient

and secure capability sharing between IoT devices. Our framework

takes advantage of the self-organised and decentralised communica-

tion provided by a structured P2P network and is built to utilise the

search capabilities such networks already possess. SeCaS ensures

a number of security properties including only letting authorised

nodes join the network and search for capabilities; message fresh-

ness; authentication of nodes and messages; and accountability to

aid in troubleshooting in case of configuration errors or malicious

behaviours. The security properties hold regardless of the exact

type of underlying P2P network, on the only condition that three

functionalities – Join, Store, and Lookup – are provided. We do not

make any security assumptions about these functions, nor does it

matter how they are implemented. The adversary is considered to

have full control over the data returned by these functions. Despite

this strong adversary model, we provide a complete decentralised

secure capability discovery and resource sharing network solution.

This is accomplished by first introducing a flexible way to represent

device services that we call capabilities. Capabilities act as a com-

mon language to allow nodes to exchange, and search for, services

without the need for a central hub. We design four protocols that

utilise the underlying P2P network as a transport layer and together

implement the framework. These protocols guarantee that only au-

thorised nodes can access the network and only proper members of

the network can access the capabilities of other nodes. We provide a

complete security analysis for all four protocols, with respect to our

threat model. We additionally analyse the computational overhead,

as well as the memory and communication complexity of our pro-

posal showing that our framework scales well and does not impose

a considerable cost to the participating nodes. Both our security and

complexity analyses prove SeCaS to be a scalable architecture that

provides fault-tolerance and addresses privacy concerns, suggest-

ing it as a feasible alternative to the established IoT collaboration

approaches that are either centralised or use flooding mechanisms.
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