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Abstract

Contextuality is a fundamental non-classical feature of quantum mechan-

ics. Abramsky et al. showed that contextuality in a range of examples is

detected by a cohomological invariant based on Čech cohomology. How-

ever, the approach does not give a complete cohomological characterisa-

tion of contextuality. Bravyi, Gosset, and König (BGK) gave the first

unconditional proof that a restricted class of quantum circuits is more

powerful than its classical analogue. The result, for the class of circuits of

bounded depth and fan-in (shallow circuits), exploits a particular family

of examples of contextuality.

A different cohomological approach to contextuality was introduced by

Okay et al. Their approach exploits the particular algebraic structure of

the Pauli operators and their qudit generalisations known as Weyl oper-

ators. We give an abstract account of the algebraic structure of the Weyl

operators, that Okay et al. exploit to define their cohomological invari-

ant. We then generalise their approach to any example of contextuality

with this structure. We prove at this general level that the approach does

not give a more complete characterisation of contextuality than the Čech

cohomology approach.

BGK’s quantum circuit and computational problem is derived from a

family of non-local games related to the well known GHZ non-local game.

We present a generalised version of their construction. A systematic way

of taking examples of contextuality and producing unconditional quantum

advantage results with shallow circuits.
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Chapter 1

Introduction

Quantum contextuality [Spe60, KS75], and in particular nonlocality [Bel64], has been

highly influential in shaping our understanding of the distinction between quantum

and classical physics. Contextuality is a feature of the empirical data created by

measurement experiments. This is a key difference between contextuality and certain

other features of quantum mechanics, for example, entanglement and superposition,

which are internal to the theory itself. Because contextuality is an empirical phe-

nomenon it says something about any physical theory that is consistent with the

predictions of quantum mechanics. This is part of why contextuality was seen as so

profound, and in the era of quantum computing, it makes contextuality relevant for

proving quantum advantage. Because it is an empirical phenomenon it makes sense to

talk about classical models creating contextuality, but something like entanglement

and superposition doesn’t have any classical analogue.

No unconditional proof of quantum advantage is known for a general compu-

tational model. This appears to be well beyond the limits of current techniques. A

recent breakthrough by Bravyi, Gosset, and König (BGK) gave the first unconditional

quantum advantage result for a restricted class of circuits [BGK18]. A shallow circuit

is a family of circuits of bounded depth and fan-in. BGK explicitly defines a shallow

quantum family {Qn}n∈N and a family of computational problems {GHZ-2D(n)}n∈N
that are solved perfectly by the quantum circuit, but not with high accuracy by any

classical shallow circuit.

It is well known that certain examples of contextuality can be recast as cooperative

games called nonlocal games. An example is Greenberger-Horn-Zeilling (GHZ) game

[GHSZ90, CHTW10]. It was observed by BGK that quantum strategies for nonlocal

games can be recast as circuits (Figure 1.1). The computational problems GHZ-2D(n)

that BGK considered can be seen as “distributed” versions of the GHZ game played

on an n×n grid. This raises the question if every nonlocal game can be turned into a

1
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Figure 1.1: Circuit version of the theGHZ game. Inputs x1, x2, x3 ∈ {0, 1} are selected
uniformly at random. A Haramard gate followed by two controlled not gates initialises
the state |GHZ⟩ := |000⟩+ |111⟩. Each qubit is measured with measurement settings
0 7→ X, 1 7→ Y . Outcomes y1, y2, y3 ∈ {0, 1} are returned according to 1 7→ 0,−1 7→ 1.
The circuit wins if x1 ⊕ x2 ⊕ x3 = 1⊕ y1 ⊕ y2 ⊕ y3.

family of “distributed” games, that gives rise to an unconditional quantum advantage

result with shallow circuits. We show that this is the case. We describe this result in

more detail in Section 1.2

Cohomology can be a powerful technique for detecting structure in data. It could

therefore be a useful tool for studying the empirical data associated with contextu-

ality. Two prominent cohomological approaches to contextuality is the Čech coho-

mology approach introduced by Abramsky, Mansfield, and Barbosa [AMB12] and the

topological approach of Okay, Roberts, Bartlett, and Raussendorf [ORBR17]. The

Čech cohomology approach was further developed by, for example, Abramsky et al.

[ABM17], and by Caru [Car18, Car17, Car19]. The insight that contextuality has

a topological structure [Man20] has lead to a range of results, for example, the ho-

motopical approach of Okay and Raussendorf [OR20], the connection with resource

theory made by Okay, Tyhurst, and Raussendorf [OTR18], the classifying space for

contextuality [OS21], and more recent work by Okay, Kharoof, and Ipek has uncov-

ered the simplicial structure [OKI22].

The Čech cohomology approach is based on the sheaf theoretic framework of

Abramsky and Brandenberger, which describes contextuality as a feature of abstract

families of empirical data, known as empirical models [AB11]. The Čech cohomology

approach is very general. However, this generality comes at the cost of completeness.

The issue of completeness was a main point of interest in the later work of Abramsky

et al. and Caru. The topological approach lacks some of the generality of the Čech

approach. But the additional structure that the approach requires gives the poten-

tial for a more refined approach. In particular, we are interested in the possibility

2
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(a) Mermin’s square

X2

X1 X1X2

Y1Y2

Z1Z2

Z2

Z1

X2

Z1X2

X1Z2Z2

(b) Classifying space for Mermin’s square

Figure 1.2: (a) The set of quantum measurement operators known asMermin’s square,
and (b) the associated classifying space of the topological approach. In (a) Each row
and column represents a context of commuting operators. In (b) each operator labels
a loop attached to a single point, and each context a surface.

that the structure used by the topological approach can help alleviate the issue of

incompleteness in the Čech cohomology approach.

In Section 1.1 we give an account of this structure used by the topological approach

within the sheaf theoretic framework. We show that Okay et al.’s invariant can be

generalised to any empirical model equipped with this structure. We then show that,

in fact, at this level of generality the two approaches are equivalent with resepect to

the question of completeness.

1.1 Comparing two obstruction for contextuality

In the sheaf-theoretic framework contextuality is seen as the failure of a locally com-

patible family of data to be given a globally consistent description. In sheaf theory

cohomology is a powerful tool for studying the transition from local to global. It is

therefore natural to consider the application of cohomological methods to contextu-

ality. Abramsky, Mansfield, and Barbosa [AMB12] shows that in a range of examples

contextuality can be detected by the non-vanishing of a cohomological invariant based

on Čech cohomology.

The sheaf-theoretic framework distinguishes between possibilitstic and probabilis-

tic empirical models. A possibilistic model only keeps track of which outcomes are

possible, and not their particular probabilities. The Čech cohomology invariant can

3



be defined for any possibilistic empirical model. However, it is generally not a com-

plete invariant for contextuality. There are so called “false negatives”, contextual

empirical models where the cohomological invariant vanishes. False negatives can oc-

cur because empirical models lack the required algebraic structure to directly define

the obstruction. An empirical model is a presheaf of sets, while Čech cohomology

requires a presheaf of abelian groups. Abramsky et al. therefore considers the Čech

cohomology of the free abelian presheaf associated with an empirical model.

The Čech cohomology invariant lead to further work on developing a complete co-

homological invariant for contextuality. It was shown by Abramsky, Barbosa, Kishida,

Lal, and Mansfield [ABK+15] that Čech cohomology is complete for a large class of

examples captured by generalised AvN arguments. Several other invariants have been

proposed, for example Roumen [Rou17] and Caru [Car18].

The Pauli operators and their qudit generalisations known as Weyl operators have

a special role in quantum computing. They are used in for example error correcting

codes and measurement based quantum computing [NC10]. It is well known that the

Pauli operators is a rich source of examples of contextuality, this is also the case when

d > 2, see for example De Silva for examples [dS17]. In dimension d ≥ 2 the Weyl

operators form a group Pn,d, called the generalised n-qudit Pauli group. Pn,d is closed

under the phase action of Zd.

Ω : Zd × Pn,d → Pn,d :: (q, O) 7→ ωqO (1.1)

where ω := e2πi/d.

The topological approach of Okay et al. [ORBR17] studies sets of Weyl operators

that are closed under certain operations. A set of operators O ⊂ Pn,d is closed if it

satisfies the following conditions:

1. O contains the identity: I ∈ O.

2. O is closed under the phase action: Ω(Zd,O) ⊂ O.

3. O is closed under commuting products: If O1, O2 ∈ O and O1O2 = O2O1 then

O1O2 ∈ O.

Okay et al. show that questions about contextuality for closed sets of Weyl operators

can be given a topological characterisation (Figure 1.2). The result generalises an

earlier characterisation for Pauli operators by Arkhipov [Ark12].
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The topological approach uses ideas from group cohomology. Recall that a group

extension of a group K by a group G is a short exact sequence of groups

G H Ki j
(1.2)

generalising the direct product of groups G ×K. A left splitting, right splitting, or

trivialisation are homomorphisms l, r, h respectively making the following diagram

commute:

G H K

G×K

idG
i

inG
h

j

l

idK

r

π2 (1.3)

Group cohomology is an elegant solution to the problem of classifying group exten-

sions for fixed G and K [Bro12].

A closed set of Weyl operators is not a group because it is not closed under

inverses and only under commuting products. However, Okay et al. shows that for

any such set one can define a classifying space similar to that of group cohomology.

Using this space they show that both state dependent and state independent proofs

of contextuality can be given a topological characterisation. They show that state

dependent and state independent contextuality can be detected by the non-vanishing

of a cohomology class.

Results We first give a more abstract account of the algebraic structure used by

Okay et al.’s approach.

A bundle over a commutative partial monoid is a generalisation of group extensions

to commutative partial monoids. A closed set of Weyl operators comes with the

structure of a bundle over a commutative partial monoid. Proofs of contextuality for

a closed set of Weyl operators correspond to extending local left splittings, defined on

a sub-bundle, to global left splittings defined on the whole bundle. For closed sets of

Weyl operators the problem of extending a local left splitting globally can therefore

be used as a test for contextuality.

We prove a version of the splitting lemma for commutative partial monoids, and we

generalise group cohomology to partial commutative monoids. The splitting lemma

shows that for the problems of extending either a local left splitting, right splitting,

or trivialisation of a sub-bundle to the whole bundle are equivalent. Furthermore, the

problem of extending a local splitting to a global splitting can be given a cohomological

characterisation.
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Figure 1.3: An interactive circuit (a) is a circuit with several rounds of inputs and
outputs. The circuit is evaluated by composing with a classical circuit as in (b).

We then generalise the cohomological obstruction to any empirical model with

the structure of a bundle over a commutative partial monoid. For such an empirical

model the problem of extending a local splitting is a test for contextuality. We can

therefore use the cohomological obstruction for extending a local splitting. There can

be global splittings that don’t correspond to valid outcome assignments. This raises

the possibility of false negatives.

We finally show that any false negative of the Čech approach induces a global

splitting that is not consistent with the model.

In summary, our results are:

• Closed sets of Weyl operators come with the structure of a bundle over a com-

mutative partial monoid. Local (resp. global) outcome assignments induce local

(resp. global) left splittings of the bundle.

• The topological obstruction can be generalised to a class of empirical models

equipped with the structure of a bundle over a commutative partial monoid.

• The vanishing of the Čech cohomology obstruction implies the vanishing of the

generalised topological obstruction.

1.2 A general construction of quantum advantage

with shallow circuits

Bravyi, Gosset, and König’s initial result was quickly improved in several ways. For

example, it was shown to be noise robust [BGKT20], and it was extended to the

more powerful classical circuit class AC0 [WKST19], of circuits of bounded depth

and unbounded fan-in AND, OR, and NOT gates. It has also inspired several results

for interactive circuits, that is circuits with more than one round of input and output

[GS20].

6



AC0 is currently at the edge of unconditional circuit separations for classical cir-

cuits. It, therefore, seems unlikely that the techniques used by BGK can be extended

to prove much stronger complexity theoretic results. However, in the lack of stronger

results, we should try to learn as much as possible.

BGK’s result extends an earlier result by Barrett et al. [BCE+07]. An interest-

ing point is that after BGK’s result was published it was observed that Barrett et

al.’s construction solves an open problem about quantum advantage in distributed

computing [GNR19].

Nonlocality is a particular type of contextuality that arise in scenarios where

compatible measurements are performed at distinct locations called measurement

sites. We observe that nonlocality can be recast in terms of circuits. A quantum

realisation gives rise to a circuit (Figure 1.4a) that prepares an entangled state and

then implements local measurements. The circuit takes a classical input xi and returns

a classical output yi for each measurement site i. There is no path through the circuit

QNC from input xi to a different output yj, where i ̸= j. QNC is contextual if it is not

equivalent to any classical circuit with the same inputs and outputs, such that there

is no path from an input to a different output (Figure 1.4b).

A nonlocal game is usually thought of as being played by a set of spatially sep-

arated players against Verifier. We can equivalently think of a nonlocal game as a

computational problem where some quantum circuit of the form QNC achieves advan-

tage over any classical circuit of the form CNC. In a nonlocal game Φ we randomly

select an input and an accepting condition (x1, . . . , xn, A). We then evaluate the cir-

cuit on inputs x1, . . . , xn. The circuit wins if (y1, . . . , yn) ∈ A. The success probability
is the likelihood of the accepting condition being satisfied. A nonlocal game Φ is

violated by a quantum strategy QNC if there exists a bound γ such that

pS(CNC,Φ) ≤ γ < pS(QNC,Φ) (1.4)

where pS denotes success probability and CNC is any classical circuit of the same form.

Bravyi, Gosset, and König introduced a family of nonlocal games {2D-GHZ(n)}n∈N
and a shallow quantum circuit {Qn}n∈N (Figure 1.5). 2D-GHZ(n) is a version of the

GHZ-game played on an n× n grid. The circuit Qn prepares n2 qubits in the graph

state of the n×n grid and applies classically controlled Pauli X, Y or Z measurements

to each qubit. It can be shown that the graph state can be prepreaed by a single

Hadamard gate on each qudit, and four layers of controlled Z gates. The circuit {Qn}
is therefore shallow.
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C
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F1

F1

(b)

Figure 1.4: The quantum circuit (a) is contextual if it is not equivalent to any classical
circuit (b) of the same shape, with the ability to sample an arbitrary random seed
z1, . . . , zl.

The inputs and accepting condition is chosen by Verifier in the nonlocal game

2D-GHZ(n) is related to the inputs and accepting condition in the GHZ-game. At

the beginning of each round Verifier randomly selects inputs xA, xB, xC for the GHZ-

game, nodes vA, vB, vC ∈ Grid(n, n), and paths uAB : vA → vB, uBC : vB → vC , uCA :

vC → vA. Players vA, vB, vC are then given inputs xA, xB, xC and the remaining

players are given inputs that encode that paths uAB, uBC , uCA. An output for the

players y1, . . . yn2 is accepted if it satisfies a constraint

xA ⊕ xB ⊕ xC = 1⊕ (yA ⊕ kA(y))⊕ (yB ⊕ kB(y))⊕ (yC ⊕ kC(y)) (1.5)

where yA, yB, yC are the outputs of vA, vB, vC and kA(y), kB(y), kC(y) are “correction

factors” that only depend on the outcomes of players along the paths close to each

respective node.

BGK shows that for each n ∈ N the game 2D-GHZ(n) is solved perfectly by the

quantum circuit Qn, and that it is not solved with high accuracy by any classical

shallow circuit {Cn}n∈N.

Theorem [BGK18]. The shallow quantum circuit {Qn}n∈N solves the 2D-GHZ game

perfectly for all n. However, the 2D-GHZ game is not solved with high accuracy by

any classical shallow circuit {Cn}n∈N.

pS(Qn, 2D-GHZ(n)) = 1 (1.6)

pS(Cn, 2D-GHZ(n)) ≤ 3/4 + ϵn (1.7)

where pS denotes success probability and ϵn ∈ O(1/n).

The key to BGK’s result is that single-qubit measurements on an entangled state

with only local entanglement can create entanglement between qubits that are far

away. Depth and fan-in constrain the nonlocal correlations that a classical circuit
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Figure 1.5: The 2D-GHZ game. The quantum circuit strategy (a) prepares n2 qubits
in the cluster state of the n× n grid. It takes inputs x1, . . . , xn2 ∈ {1, 2, 3}, performs
controlled Pauli measurements according to 1 7→ X, 2 7→ Y, 3 7→ Z, and returns
outcomes y1, . . . , yn2 ∈ {0, 1} according to 1 7→ 0,−1 7→ 1. The input is randomly
sampled as follows. First select nodes A,B,C ∈ n×n and paths uAB, uBC , uCA ⊂ n×n
in a “sufficiently uniform” way. The circuit wins if the output y satisfies xA⊕xB⊕xC =
1 ⊕ (yA ⊕ kA(y)) ⊕ (yB ⊕ kB(y)) ⊕ (yC ⊕ kC(y)), where kA(y), kB(y), kC(y) ∈ {0, 1}
depends only on the value of y close to A,B,C respectively.

can produce, but it also constrains the entangled states and the measurements that

a quantum circuit can use. Observe that in the circuit CNC there can only be a

path from input xi to output yi, while in a circuit of depth D and maximal fan-in K

there can be a path from at most KD inputs to any given output. As Verifier makes

different choices of players vA, vB, vC in the 2D-GHZ game this forces the depth and

fan-in of a classical circuit to be large. On the classical side it can be shown that

when the measurement along the paths uAB, uBC , uCA are made, the effect is to create

an entangled |GHZ⟩ state at qubits vA, vB, vC , up to a local Pauli factors given by

kA, kB, kC . Furthermore, these corrections can be made classically post measurement.

In summary, the technique relies upon two key properties of the GHZ game: The

use of the GHZ state and Pauli measurements. The choice of state is important

because it can be realised by local measurements on a graph state in different ways,

and the measurements are important because it allows for the corrections kA, kB, kC

to be performed post-measurement.

Results We first present a quantum protocol that uses teleportation to both dis-

tribute an entangled state on a graph and perform measurements on the distributed

qudits (Figure 1.6). For any multi-qudit state ψ with qudit i and graph G with nodes

V we consider a scenario where a number of agents I × V , one for each qudit of ψ

and node of G, share entanglement. Each qudit of ψ is held by some node on the
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ψ

(a)

ψ′

(b)

Figure 1.6: Given a nonlocal game with players I and state ψ, and a graph G with
nodes V we consider the scenario (a) consisting of players I × V , here each dotted
circle indicate a player and • a qudit in either a maximally entangled state or the
state ψ. (b) By performing local measurement on the qudits held by each player we
can distribute each qudit, up to a random factor on each qudit, to any player on the
graph.

graph, and each pair of nodes (i, v), (i, w) such that v, w are adjacent in G share a

two-qudit entangled state. By choosing a path through the graph for each qudit we

can then distribute each qudit of ψ to an arbitrary node on the graph, up to a random

single-qudit phase for each qudit. An important observation is that this can be done

in a constant number of rounds of quantum measurements.

We then consider the family of protocols arising from a fixed state and a family of

graphs. Using this construction we show that any nonlocal game gives rise to a family

of distributed games. We then show that for certain families of graphs distributed

games gives rise to unconditional quantum advantage results with shallow circuits.

We present two versions of this construction. The first is completely general, but

the distributed games have two rounds (Figure 1.9). It is a result about interactive

circuits (Figure 1.3). The second result is less general, but for circuits in the usual

sense having only a single round of inputs and outputs (Figure 1.8). In the second

result we consider nonlocal games with quantum strategies given by measurements of

single-qudit Weyl operators. Note that the states are still completely general.

The outline of the two results is as follows. Suppose that (QNC,Φ) is any nonlocal

game with classical bound γ. For any family of graphs {Gn}n∈N we define a family

of two-round cooperative games {Φn}n and two-round interactive quantum circuits

{Qn}n, such that for each n ∈ N the quantum circuit Qn violates the bound γ. For

certain families of graphs we show that the quantum circuit is shallow and that a

classical shallow circuit {Cn}n violates the bound γ only up to a small factor ϵn.

Where limn→∞ϵn = 0. The rate of convergence is a property of the graphs.

Theorem I (Informal). For any nonlocal game Φ and quantum strategy Q we de-
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fine a family of two-round interactive games {Φn}n∈N and a shallow two-round quan-

tum circuit {Qn}n∈N such that for any classical two-round interactive shallow circuit

{Cn}n∈N

pS(Qn,Φn) = pS(Q,Φ) (1.8)

pS(Cn,Φn) ≤ γ + ϵn (1.9)

for some small ϵn.

Next, we show that if the quantum strategy uses only single-qudit Weyl mea-

surements (Figure 1.7) then the number of input-output rounds can be reduced to

p1

pn

q1

qn

|0〉
Uψ

|0〉 W(p1)

W(pn)

Figure 1.7: A Weyl measurement strategy is a special quantum strategy using mea-
surements in the basis of Weyl operators. For dimension d ≥ 2 and n-qudit state
ψ the Weyl measurement strategy takes inputs p1, . . . , pn ∈ Z2

d and return outcomes
q1, . . . , qn ∈ Zd of performing the single-qudit Weyl measurement W (pi) on qudit i.

one.

Theorem II (Informal). For any nonlocal game Φ and Weyl measurement strat-

egy Q we define a family of nonlocal games {Φn}n∈N and a shallow quantum circuit

{Qn}n∈N such that for any classical shallow circuit {Cn}n∈N

pS(Qn,Φn) = pS(Q,Φ) (1.10)

pS(Cn,Φn) ≤ γ + ϵn (1.11)

for some small ϵn.

where ϵn is a different bound.

1.3 Structure of this text

In Chapter 2 we present some technical background material on the sheaf-theoretic

framework. We then present the results on cohomology and circuits in Chapters 3

and 4 respectively, and we conclude with some remarks in Chapter 5.
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Figure 1.8: Let ψ be an I-qudit state and G = (V,E, r) a rooted graph. The quantum
circuit strategy (a) prepares a single instance of ψ and a maximally entangled pair

of qudits |ϕ⟩ := |00⟩+|11⟩√
2

for each i ∈ I and edge e ∈ E. The circuit has an input for

each (i, v) ∈ I × V which controls a measurement on a subset of qudits. This subset
includes one of the two qudits of the state |ϕ⟩ associated with each edge adjacent to
v, and when v = r also includes qudit i of ψ. The possible measurement settings are
either a Weyl operator measurement on a single qudit, or a Bell basis measurement
on a pair of qudits. (b) In the nonlocal game Verifier selects inputs p1, . . . , pn and
an accepting condition A according to the nonlocal game Φ. Verifier then randomly
selects a rooted path (vi1, . . . , vili) for each i ∈ I and sends each (i, vili) the input
corresponding to a Bell basis measurement, and (i, vili) the Weyl measurement setting
pi. Verifier accepts the outputs p

′
i1, . . . , p

′
i(li−1), qi if (q1− [p1, p

′
1], . . . , qn− [pn, p′n]) ∈ A,

where p′i := p′i1 + · · ·+ p′ili .
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Figure 1.9: Let ψ be an I-qudit state and G = (V,E, r) a rooted graph. The quantum
circuit strategy (a) prepares a single instance of ψ and a maximally entangled pair of

qudits |ϕ⟩ := |00⟩+|11⟩√
2

for each i ∈ I and edge e ∈ E. The circuit first takes an input

for (i, v) ∈ I×V which controls a non-destructive measurement on a subset of qudits,
it then takes another round of inputs for each (i, v) ∈ I×V which control destructive
measurements on each subset of qudits. For each (i, v) the subset of qudits which is
measured includes one of the two maximally entangled qudits associated with each
edge adjacent to v, and when v = r also includes qudit i of ψ. In the first round
the measurement settings are either nothing or a Bell basis measurement on a pair
of qudits. In the second round the possible measurements are either nothing or a
conjugated measurement W (p)MW (p)† on a single qudit, where M is one of the
measurement settings. (b) In the nonlocal game Verifier selects inputs x1, . . . , xn and
an accepting condition A according to the nonlocal game Φ. Verifier then randomly
selects a rooted path (vi1, . . . , vili) for each i ∈ I and first sends each (i, vili) the input
corresponding to a Bell basis measurement. If the outcomes of this are pi1, . . . , pi(li−1)
Verifier sends (i, vili) the input for the conjugated measurement W (pi)MxiW (pi)

†,
where p′i := p′i1 + · · ·+ p′ili . Verifier accepts the output y1, . . . , yn if (y1, . . . , yn) ∈ A.
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Chapter 2

The sheaf-theoretic framework

An early influential paper on contextually is John Bell’s famous paper on the Einstein-

Podolsky-Rosen (EPR) paradox [Bel64]. The “paradox” of EPR purportedly showed

that quantum mechanics should not be seen as a complete description of physical

reality [EPR35]. Bell’s insight could be understood to be that the incompleteness

highlighted by EPR is not simply a feature of quantum mechanics, but of any physical

theory that is consistent with the empirical predictions of quantum mechanics. Other

influential papers by Kochen and Specker [KS75], Mermin [Mer90], and Greenberger-

Horne-Zeillinger [GHSZ90], to mention a few.

This early work on contextuality focused on particular examples. Our interest in

contextuality stems from the wish to prove general connections between contextuality

and quantum advantage. It is therefore necessary to work with a more abstract defi-

nition of contextuality. Our approach uses the sheaf theoretic framework of Abramsky

and Brandenberger [AB11]. The sheaf theoretic approach is among several general

definitions of contextuality. For example, Robert Spekken’s ontological models frame-

work [Spe05], Cabello, Severini, and Winter’s graph theoretic approach [CSW14], and

the contextuality by default approach of Dzhafarov, Kujala, and Cervantes [DKC15].

Further work on the contextuality by default approach was carried out by Dzhafarov,

Kujala, and Cervantes [DKC15] and connections with psychology were investigated

by Dzhafarov and Kujala [DK16], to mention some. A graph theoretic approach that

refines that of Cabelo, Severini and Winter’s is the approach of Aćın, Fritz, Leverrier,

and Sainz [AFLS15].

The sheaf theoretic framework has proved useful for linking contextuality to con-

straint satisfaction and database theory [AH12, Abr13].

In this chapter, we give an introduction to contextuality using the sheaf-theoretic

framework, and we introduce several technical notions that will be used in the fol-

lowing chapters.
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X

{x11, . . . , x1n1
}

{o11, . . . , o1n1
}

{xk1, . . . , xknk
}

{ok1, . . . , oknk
}

Figure 2.1: Let (X,M, O) be a measurement scenario. In an experimental run with k
rounds a sequence of contexts{x11, . . . , x1n1}, . . . , {xk1, . . . , xknk

} ∈ M satisfying Eq.
(2.1) are performed, giving outcomes {o11, . . . , o1ni

}, {ok1, . . . , oknk
}.

Overview The two basic concepts in the sheaf theoretic framework are measure-

ment scenarios and empirical models. We introduce measurement scenarios in Section

2.1 and empirical models in Section 2.2. In Section 2.3 we define simulations, a class

of structure preserving transformations between empirical models. In Section 2.4.2

we introduce the Čech cohomology obstruction for contextuality. In Section 2.5 we

define non-local games. In Section 2.6 we introduce the contextual fraction, and give

an example of a resource inequality.

2.1 Measurement scenarios

In the sheaf theoretic approach of Abramsky and Brandenberger [AB11] a measure-

ment scenario represents the abstract type of an experiment. In this type of experi-

ment some, but not necessarily all, combinations of measurements can be performed

together, either sequentially or in parallel (Figure 2.1). We will first give the general

definition and then consider two types of scenarios: quantum scenarios (Section 2.1.1)

and multipartite scenarios (Section 2.1.2).

A measurement scenario is specified by a set of measurements, a family of subsets

called the measurement cover specifying which measurements are compatible, and a

set of outcomes for each measurement.

Definition 2.1.1. A measurement scenario is a tuple (X,M, {Ox}x∈X) where

• X is a set of measurements.

• M ⊂ P(X) is a family of subsets of measurements, called the measurement

cover, such that:

1. M covers X:
⋃
C∈MC = X.
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2. M is downwards closed: If C ∈M and C ′ ⊂ C then C ′ ∈M.

• Ox is a set of outcomes.

The elements of the measurement cover are called contexts.

Let (X,M, O) be a measurement scenario. Each context C ∈M represents a set

of compatible measurements that can be performed either sequentially in any order, or

in parallel. We make the restriction that a measurement can only be performed once.

A sequence of contexts C1, . . . , Cn ∈ M is valid if it has no repeated measurements

and its union is a context:⋃
i

Ci ∈M and Ci ∩ Cj = ∅ for all i ̸= j (2.1)

A joint outcome s ∈
∏

x∈X′ Ox to a subset of measurements is sometimes called a

local section. This assignment is called the event sheaf.

Definition 2.1.2. Let S = (X,M, O) be a measurement scenario. The event sheaf,

denoted by ES, assigns to each U ⊂ X the set of local sections E(U) :=
∏

x∈U Ox, and

for each V ⊂ U restrictions s ∈ E(U) to a local section s|V by the usual functional

restriction.

Recall that a presheaf on a topological space X is a contravariant function F :

Xop → Set. Here X is seen as a category with objects given by the open sets, and

morphisms inclusion. For each inclusion U ⊂ V the map F (U ⊂ V ) : F (V )→ F (U)

is called the restriction map. A sheaf is a presheaf satisfying the following the sheaf

condition. A compatible family for the open cover U is a family{fU ∈ F (U)}U∈U
whose restrictions on overlaps are compatible:

F (U ∩ V ⊂ U)(fU) = F (U ∩ V ⊂ V )(fV ) (2.2)

for all U, V ∈ U . The sheaf condition states that any compatible family arises as the

family of restrictions

fU = F (U ⊂ X)(f) (2.3)

of some global section f ∈ F (U).
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2.1.1 Quantum scenarios

The first example of a measurement scenario that we work with arise from sets of

projective measurements. A projective measurement is a family of projectors M =

{Mo}o∈O, where O labels the outcomes, such that
∑

o∈OMo = I. Two measurements

M = {Mo}o∈O, and N = {Np}p∈P commute if their projective elements commute:

MoNp = NpMo for all o ∈ O, p ∈ P (2.4)

A set of pairwise commuting projective measurements is said to be compatible.

Example 2.1.1. Let MMM be a set of projective measurements. (MMM,M, O) is the

measurement scenario with measurement cover the maximal subsets of pairwise com-

muting measurements, and outcomes O given by the outcomes of each measurement.

The n-Pauli group, denoted by Pn, is the group of n-qubit unitary operators

generated by the single-qubit Pauli operators

I :=

[
1 0
0 1

]
σx :=

[
0 1
1 0

]
σy :=

[
0 −i
i 0

]
σz :=

[
1 0
0 −1

]
We denote the application of the Pauli operator σp = σx, σy, σz to qubit i as

σip = I ⊗ · · · ⊗ σp ⊗ · · · ⊗ I (2.5)

recall that the single-qubit Pauli operators satisfy the commutativity relation

σxσy = −σyσx (2.6)

σxσz = −σzσx (2.7)

σyσz = −σzσy (2.8)

It therefore follows that two n-qubit Pauli operators commute if and only if they

anti-commute at an even number of qubits. An n-qubit Pauli operator specifies a

projective measurement with outcomes {0, 1}. Two n-qubit Pauli operators commute,

and therefore their projective measurements there also commute, if and only if they

anti-commute at an even number of qubits.

Example 2.1.2. A quantum scenario (O,M,Z) is given by the set of two-qubit Pauli

operators

σ1
x σ2

x σ1
xσ

2
x

σ2
z σ1

z σ1
zσ

2
z

σ1
xσ

2
z σ1

zσ
2
x σ1

yσ
2
y

(2.9)

where each row and column make up a maximal context.
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a b

b′ a′

Figure 2.2: Consider a multipartite scenario with two measurement sites with
measurement settings {a, a′}, {b, b′} respectively. The maximal contexts are then
{a, b}, {a, b′}, {b′, a′}, {b, a′}.

2.1.2 Multipartite scenarios

The second type of measurement scenario that we consider represents scenarios where

measurements can be performed independently at a number of locations (Figure 2.2).

This is sometimes called a non-locality scenario. We prefer the terminology “multi-

partite” because it avoids the implication that the locations are necessarily spatially

separated.

A multipartite scenario is specified by a set of measurement sites I, for each

measurement site i a set of measurement settings Xi, and for each measurement

setting x ∈ Xi a set ofmeasurement outcomes Yi,x. Two measurements are compatible

if and only if they belong to a different measurement site. First a comment about

notation. Recall that
∐

i∈I Xi is defined as∐
i∈I

Xi := {(i, x) | i ∈ I, x ∈ Xi} (2.10)

Definition 2.1.3. A multipartite scenario (I,X, Y ) is the measurement scenario

(
∐

i∈I Xi,M, Y ), where the measurement coverM is defined by

M := {C ⊂
∐
i∈I

Xi | (i, x), (i, x′) ∈ C ⇒ x = x′} (2.11)

and Yi,x is the set of outcomes for each (i, x).
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2.2 Empirical models

While a measurement scenario describes an experimental setup Abramsky and Bran-

denberger introduced the concept of an empirical model to capture the empirical data

generated in an experiment. They introduced two types of empirical models, captur-

ing different types of data. In Section 2.2.1 we define probabilistic empirical models,

and probabilistic contextuality. In Section 2.2.2 we define possibilistic empirical mod-

els, and possibilistic contextuality.

2.2.1 Probabilistic empirical models

For any set X write D(X) for the set of probability distributions over X. It is

sometimes convenient to write a probability distribution d ∈ D(X) as a formal sum

d =
∑

x∈X d(x) · x over the elements of X. Note that D is a functor with action on

functions f : X → Y given by the pushforward

f∗ : D(X)→ D(Y ) ::
∑
x∈X

d(x) · x 7→
∑
x∈X

d(x) · f(x) (2.12)

Let S = (X,M, O) be a measurement scenario. Consider the assignment U 7→
D(ES(U) of the set of probability distributions over the local sections at a set of

measurements U ⊂ X. D ◦ ES : Xop → Set is a presheaf, but not in general a sheaf.

For each U ⊂ V and d ∈ D(ES(V ) the restriction map is the marginal distribution

d|U ∈ D(ES(U))

d|U :=
∑

s∈ES(V )

ds · s|U (2.13)

where s|U is the restriction of the section s to U .

Definition 2.2.1. Let (X,M, O) be a measurement scenario. A probabilistic empir-

ical model is a family of probability distributions e = {eC ∈ D(E(C))}C∈M such that

C ⊂ C ′ ⇒ eC′ |C = eC (2.14)

An experimental run for a scenario S = (X,M, O) is a sequence (C1, s1), . . . , (Cn, sn)

where C1, . . . , Cn ∈M is a valid sequence of contexts and s1, . . . , sn are local sections

for the respective contexts. If e is an empirical model then the probability of the run

is

e(C1, s1, . . . , Cn, sn) := e(C1 ∪ · · · ∪ Cn)(s1 ∪ · · · ∪ sn) (2.15)
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Local compatibility is motivated by the “no-disturbance” principle in quantum

mechanics. For multipartite scenarios, this is more commonly called “no-signalling”.

LetMMM be a set of projective measurements and ψ a state. The measurement postulate

of quantum mechanics defines an empirical model e for the scenario (MMM,M, O) given

by

e(C)(s) := ∥
[ ∏
M∈C

Ms(M)

]
ψ∥2 (2.16)

The no-disturbance principle is the observation that the probability distribution given

by a context C ⊂ MMM is independent of which other compatible measurements it is

performed in. Marginalising from the maximal contexts, therefore, gives the correct

behavior for quantum measurements.

For a multipartite scenario, the measurement settings are not themselves quan-

tum measurements. We, therefore, have to choose some interpretations of them as

quantum measurements. To ensure that the measurements are compatible we do this

on independent subsystems.

Definition 2.2.2. Let S = (I,X, Y ) be a multipartite scenario. A quantum realised

empirical model eψ,π is given by an I-qudit state ψ, and a single-qudit measurement

π(i, x) for each i ∈ I, x ∈ Xi with outcomes Yi,x. eψ,π is defined by

e(C) =
∑

s∈ES(C)

∥
[ ⊗
(i,x)∈C

π(i, x)s(i,x)
]
ψ∥2 · s (2.17)

The following example of an abstract empirical model is taken from [AB11].

Example 2.2.1. An empirical model for the two-partite scenario with measurement

sites A,B and measurement settings {a, a′}, {b, b′} respectively and outcome {0, 1} is
given by the table

A B (0,0) (0,1) (1, 0) (1,1)
a b 1/2 0 0 1/2
a b’ 3/8 1/8 1/8 3/8
a’ b 3/8 1/8 1/8 3/8
a’ b’ 1/8 3/8 3/8 1/8

(2.18)

The entries of the table give a probability to the outcomes of each maximal context.

If the measurement a is performed on its own, then the probability of 0 is 1/2, which

can be seen by marginalising from either context (a, b) or (a, b′).

P (a = 0) = P ((a, b) = (0, 1), (0, 0)) = 1/2 + 0 (2.19)

P (a = 0) = P ((a, b′) = (0, 1), (0, 0)) = 3/8 + 1/8 = 1/2 (2.20)
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Contextuality Although D ◦ ES : Xop → Set is a presheaf, it is not necessarily

a sheaf. There can be compatible families that do not arise as a family of restric-

tions from a global section. Probabilistic contextuality is defined as the failure of an

empirical model to be explained as a family of restrictions.

Definition 2.2.3. Let S = (X,M, O) be a measurement scenario and e an empirical

model. e is contextual if there is no d ∈ D(ES(X)) such that for all maximal contexts

C ∈M∗

eC = d|C (2.21)

An example of contextuality can therefore be thought of as a family of locally

compatible data that cannot be “glued together” to a consistent global picture of the

data. We now give some examples.

Example 2.2.2. Consider the multipartite scenario ({A,B}, {0, 1}, {0, 1}) with mea-

surement sites A,B and two measurement settings each with two outcomes. The

empirical model given by the following probability table is contextual.

A B (0,0) (0,1) (1, 0) (1,1)
a b 1/2 0 0 1/2
a b’ 1/2 0 0 1/2
a’ b 1/2 0 0 1/2
a’ b’ 0 1/2 1/2 0

(2.22)

Proof. Suppose that there exists a probability distribution d over the global sections

whose restriction to each maximal context gives the table. From the probability table

we have that each of the following events occur with certainty:

d(a = b) = 1 (2.23)

d(a = b′) = 1 (2.24)

d(a′ = b) = 1 (2.25)

d(a′ = b′) = 0 (2.26)

(2.27)

However, this is not possible because the constraints are mutually exclusive.

Example 2.2.1 (The GHZ model [GHSZ90]). Consider the multipartite scenario

({0, 1, 2}, {Z2}, {Z2}) with three measurement sites, two measurement settings at each

measurement site, and two outcomes for each measurement setting. Let |GHZ⟩ :=

21



1√
2
(|000⟩ + |111⟩ and π the mapping of measurement setting 0 to a Pauli X-basis

measurement, and 1 to a Pauli Y -basis measurement

π ::= (i, 0) 7→ X, (i, 1) 7→ Y (2.28)

The quantum realised empirical model eGHZ given by measurements π on the state

|GHZ⟩ is contextual.

Proof. Write X for the total set of measurements, suppose that there exists a proba-

bility distribution d on the set of global sections g : X → Z2 that gives the empirical

model eGHZ. |GHZ⟩ is a +1-eigenstate of σ1
xσ

2
xσ

3
x while it is a −1-eigenstate of σ1

xσ
2
yσ

3
y,

σ1
yσ

2
xσ

3
y, and σ

1
yσ

2
yσ

3
x. With the identification {−1, 1} ∼= Z2 this means that any global

section g : X → Z2 satisfies

σ1
x ⊕ σ2

x ⊕ σ3
x = 0 (2.29)

σ1
x ⊕ σ2

y ⊕ σ3
y = 1 (2.30)

σ1
y ⊕ σ2

x ⊕ σ3
y = 1 (2.31)

σ1
y ⊕ σ2

y ⊕ σ3
x = 1 (2.32)

However, summing them together results in 0 = 1. There is therefore no global section

g, and in particular no distribution d.

Another famous example is the so-called CHSH model [CHSH69]. This illustrates

an important technique for proving contextuality. It uses an argument involving an

inequality satisfied by all non-contextual models.

Example 2.2.3 (The CHSHmodel). Consider the multipartite scenario (Z2, {Z2}, {Z2})
with two measurement sites, two measurement settings at each measurement site, and

two outcomes for each measurement setting. The CHSH model, eCHSH, is the empir-

ical model realised by the state Φ := 1√
2
(|00⟩+ |11⟩) and

π ::=


(0, 0) 7→ Z,

(0, 1) 7→ X,

(1, 0) 7→ A,

(1, 1) 7→ B

(2.33)

where

|a0⟩ := cos
π

8
|0⟩+ sin

π

8
|1⟩, |a1⟩ := − sin

π

8
|0⟩+ cos

π

8
|1⟩ (2.34)

|b0⟩ := cos
π

8
|0⟩ − sin

π

8
|1⟩, |b1⟩ := sin

π

8
|0⟩+ cos

π

8
|1⟩ (2.35)

Lemma 2.2.1. The CHSH model is contextual. For any non-contextual model the

sum
∑

x,y x1 ⊕ x2 = y1 ∧ y2 ≤ 0.75. For eCHSH the sum is cos2 π
8
≈ 0.85 > 0.75.
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0

1

a

b′

b

a′

(a) Hardy’s model

0

1

a

b′

b

a′

(b) PR-box

Figure 2.3: Bundle diagrams of Hardy’s model and the PR-box. The points above
each measurement represents the two outcomes 0, 1 and the line segments the possible
joint value assigmnets allowed by each model. A global section corresponds to a
cycle visiting each measurement exactly once, for example the section (a, a′, b, b′) =
(1, 1, 0, 0) in (a). However, (a) is logically contextual at the local section (a, b) = (0, 0)
as can be seen. It can be seen that (b) is strongly contextual because no cycle visiting
each measurement once is possible. .

2.2.2 Possibilistic empirical models

Let d ∈ D(X) be a probability distribution over a set X. The support of d is the

subset |d| := {x ∈ X | d(x) > 0}.
Observe that examples 2.2.2 and 2.2.1 we do not refer to particular probabilities.

The proofs show that there is no global section s ∈ ES(X) that is consistent with

the support of the models. Given any probabilistic empirical model e we can “forget”

about the probabilities and only consider the family of supports {|eC | ⊂ ES(C)}C∈M∗ .
This is an example of a probabilistic empirical model. Probabilistic empirical models

can be seen as presheafs in the following way.

Definition 2.2.4. A possibilistic empirical model S : (X,M, O) is a subpresheaf of

ES such that

1. Every compatible family for the measurement coverM induces a global section.

2. S is flasque beneath the cover : If C,C ′ ∈ M and C ⊂ C ′ then every s ∈ S(C)
is the restriction of some s′ ∈ S(C ′).

Note that although any probabilistic empirical model gives rise to a probabilistic

empirical model, the converse is not necessarily true. Not all possibilistic empirical

models is the support of a probabilistic model.
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Possibilistic empirical models can be represented as boolean tables. An example is

given by the Hardy model

A B (0,0) (0,1) (1, 0) (1,1)
a b 1 1 1 1
a b’ 0 1 1 1
a’ b 0 1 1 1
a’ b’ 1 1 1 0

(2.36)

and the Popescu-Rohrlich (PR) box.

A B (0,0) (0,1) (1, 0) (1,1)
a b 1 0 0 1
a b’ 1 0 0 1
a’ b 1 0 0 1
a’ b’ 0 1 1 0

(2.37)

In the possibilistic setting there are two natural forms of contextuality that we

can consider. Logical and strong.

Definition 2.2.5. Let S be a possibilistic empirical model for a measurement scenario

(X,M, O). We say that S is

• logically contextual at s ∈ S(C) if there is no global section g ∈ S(X) such that

g|C = s.

• logically contextual if S is logically contextual at some local section. Otherwise,

it is non-contextual.

• strongly contextual if S has no global section: S(X) = ∅.

We consider three types of contextuality forming a hierarchy:

Probabilistic Contextuality < Logical Contextuality < Strong Contextuality (2.38)

Possibilistic empirical models can be represented by bundle diagrams. When an

empirical model is represented as a bundle diagram logical and strong contextuality

have particularly elegant interpretations. Logical contextuality is the failure of a

single line to extend to a path, and strong contextuality is the property of every line

extending to a path (Figure 2.3).

Lemma 2.2.2. The Hardy model (2.36) is logically contextual, but not strongly con-

textual. The PR-box is strongly contextual.

Proof. This can be seen by inspecting the bundle diagrams.
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2.2.3 State dependent contextuality

Let MMM be a set of projective measurements, C ⊂ MMM a context of commuting mea-

surements, and ψ a state. An outcome assignment s for C is consistent with ψ if s

has non-zero probability according to the measurement postulate[ ∏
M∈MMM

Ms(M)

]
ψ ̸= 0 (2.39)

Definition 2.2.6. Let MMM be a set of projective measurements and ψ a state. The

state dependent model SMMM,ψ is the possibilistic empirical model

SMMM,ψ(V ) := {s ∈ EMMM,M,O(V ) | s is consistent with ψ} (2.40)

The set of measurementsMMM is state dependently contextual if SMMM,ψ is contextual

for some state ψ. An example of a state-dependent contextuality proof is the GHZ-

example.

2.2.4 State independent contextuality

For some sets of quantum measurements, the state ψ is not needed for the proof of

contextuality.

Definition 2.2.7. LetMMM be a set of projective measurements. The state independent

model SX is defined at any below the cover by

SX(V ) := {s ∈ EMMM,M,O(V ) | s is consistent with some state} (2.41)

The set of measurements MMM is said to be state-independently contextual if SX is

contextual.

Example 2.2.2 (Mermin’s square [Mer90]). Let SX : (X,M,Z2) be the state inde-

pendent model induced by the set of measurements displayed in Mermin’s square

σ1
x σ2

x σ1
xσ

2
x I

σ2
z σ1

z σ1
zσ

2
z I

σ1
xσ

2
z σ1

zσ
2
x σ1

yσ
2
y I

I I −I
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{x11, . . . , x1n1}

{o11, . . . , o1n1}

{xk1, . . . , xknk}

{ok1, . . . , oknk}

{y11, . . . , y1n1}

{p11, . . . , p1n1}

{yk1, . . . , yknk}

{pk1, . . . , pknk}

YX

Figure 2.4: Consider a setup involving two measurement scenarios S =
(X,M, O), T = (Y,N , P ). A simulation from S to T maps each measurement y ∈ Y
to a measurement protocol on S, and each possible outcome of this protocol to an
outcome p ∈ Py. This induces a map on empirical models of S to empirical models
of T .

Observe that the measurements displayed in any row or column M1,M2,M3,M4 de-

fines a context and furthermore satisfiesM1M2M3 =M4, whereM4 = ±I. By Lemma

2.1 any local section s ∈ S(C) therefore satisfies one of the following equations

σ1
x ⊕ σ2

x ⊕ σ1
xσ

2
x = 0 (2.42)

σ1
z ⊕ σ2

z ⊕ σ1
zσ

2
z = 0 (2.43)

σ1
x ⊕ σ2

z ⊕ σ1
xσ

2
z = 0 (2.44)

σ1
z ⊕ σ2

x ⊕ σ1
zσ

2
x = 0 (2.45)

σ1
xσ

2
z ⊕ σ1

zσ
2
x ⊕ σ1

yσ
2
y = 0 (2.46)

σ1
xσ

2
x ⊕ σ1

zσ
2
z ⊕ σ1

yσ
2
y = 1 (2.47)

Any global section g ∈ SX(C) therefore simultaneously satisfies all equations. How-

ever, these equations are mutually inconsistent. Summing together all of the equa-

tions gives 0 = 1, because each measurement appears in exactly two equations. SX
is therefore strongly contextual.

2.3 Simulations

The motivation behind introducing simulations is to equip the sheaf-theoretic frame-

work with a class of structure-preserving transformations. The problem of what the

right notion of structure-preserving transformation is for empirical models was con-

sidered by Karvonen [Kar19]. The work of Karvonen later formed the basis for the

more developed idea of simulation laid out by Abramsky, Barbosa, Karvonen, and

Mansfield [ABKM19a]. See also For further work on simulations see the work of Bar-

bosa, Karvonen, and Mansfield [BKM21] and Abramsky, Barbosa, Karvonen, and

Mansfield [ABKM19b].
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The notion of simulation that we present here was defined by Abramsky et al.

[ABKM19a], based on earlier work by The idea of studying examples of contextuality

up to a class of structure-preserving transformations have also been considered by

others, for example Amaral et al. [ACCA18].

Informally, a simulation s from a measurement scenario S to another scenario T

describes how we can translate measurements on T into measurements on S, and

outcomes of these measurements on S into outcomes in T (Figure 2.4). This defines

a map at the level of empirical models called the pushforward.

This section is structured as follows. In Section 2.3.1 we introduce the most simple

example of a simulation, deterministic single-round simulations. We then introduce

measurement protocols, describing adaptive sequence of measurements. We finally

present the general notion of simulation.

2.3.1 Single-round simulations

We will now present the notion of simulation that Karvonen [Kar19] considered.

Definition 2.3.1. A deterministic single-round simulation from a measurement sce-

nario S = (XS,MS, OS) to another measurement scenario T = (XT ,MT , OT ) is a

pair

f : XT →MS (2.48)

g = {gy : ES(f(x))→ (OT )x}x∈XT
(2.49)

such that
⋃
x∈C f(x) ∈MS for every C ∈MT .

Let e be an empirical model for the scenario S. The pushforward (f, g)∗(e) is then

the empirical model for the scenario T , defined by

(f, g)∗(e)(C) :=
∑

s∈ES(∪x∈Cf(x))

e(∪x∈Cf(x))(s) · (x 7→ gx(s|f(x)) (2.50)

for all contexts C in T . Suppose now that e is non-contextual, and therefore a convex

combination of global sections

e(C) =
∑

λ∈E(XS)

px · λ|C (2.51)

(f, g)∗(e) is then a convex combination

(f, g)∗(e)(C) =
∑

λ∈E(XS)

pλ · gU(λ|f(U)) (2.52)
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If we define the global section λ′ ∈ ET (Y ) by

λ′(y) = gy(λ|Cy) (2.53)

for each global section λ ∈ E(XS), then

gU(λ|f(U)) = λ′|U (2.54)

hence e is a convex combination of global sections, and hence non-contextual.

We, therefore, observe that if translate each measurement y ∈ Y into a fixed

measurement f(y) ⊂ M that is independent of the measurement context that y is

performed in, then the induced map on empirical models preserve non-contextuality.

A simulation extends this in two ways, by allowing for randomness and several rounds

of measurements.

2.3.2 Measurement protocols

While Karvonen initially only considered single-round simulations it is natural to

consider simulations with more than one round of measurements. To capture this

Abramsky, Mansfield, Barbosa, and Karvonen introduced what they called measure-

ment protocols.

A measurement protocol of length n on a measurement scenario S

C = {C1, . . . , Ci(s1, . . . , si−1), . . . , Cn(s1, . . . , sn−1) ∈MX}s1∈C1,...,(s1,...,sn−1)∈Cn−2(s1,...,sn−2)

(2.55)

represents a deterministic strategy that someone can follow to perform measurements

on S, in an adaptive way. The measurement setting Ci is a function of the previous

i − 1 measurement outcomes. We require that for all outcomes s1, . . . , sn−1 the se-

quence of contexts is valid, that is satisfying Eq. 2.1. We write MPn(S) for the set

of measurement protocols of length n. A run of an adaptive measurement sequence

{Ci(s1, . . . , si−1)}n∈N is a sequence of contexts and local sections {(Ui, si)}n∈N such

that si ∈ ES(Ui) and Ui = Ci(s1, . . . , si−1) for all i ∈ N. We write ES(C) for the set

of runs of a measurement protocol C.

A set of measurement protocols {Cj}j∈J that can be performed in parallel is said

to be compatible. For any compatible set of measurement protocols {Cj}j∈J their

parallel product is denoted by ⊗i∈ICj.

When a measurement protocol C is performed the outcome is a run. By the

no-disturbance assumption the probability of a given run can be defined by

e(C)(r) := e(U1 ∪ · · · ∪ Un)(s1 ∪ · · · ∪ sn) (2.56)

where r = {(Ui, si)}Ni=1 is a run.
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2.3.3 General simulations

The idea of describing probabilistic simulations as probability distributions over de-

terministic simulations is how Karvonen described simulations. Although only for

single-round simulations. Later this was also how Abramsky, Barbosa, Mansfield,

and Karvonen formalised probabilistic simulations with more than one round.

We now define deterministic n-round simulations, and general simulations as prob-

ability distributions over deterministic simulations.

Definition 2.3.2. A deterministic simulation from a measurement scenario S to

another measurement scenario T of depth n is a pair (f, g) where

• f : XT → MPn(S) is a function such that {f(x)}x∈C is compatible for all

C ∈MT .

• g = {gx : E(f(x))→ (OT )x}x∈XT
is a family of functions.

Let S = (X,M, O), T = (Y,N , P ) be two measurement scenarios, and t = (f, g) :

S → T a deterministic n-round simulation. For each context C ∈ N write fC for the

parallel product of the measurement protocols {f(y)}y∈C

fC := ⊗y∈Cf(y) (2.57)

The family of functions {gy}y∈C defines a function

gC : ES(fC)→ ET (C) (2.58)

defined at each y ∈ C by the function gy. For any empirical model e of S we define the

pushforward t∗(e) to be the empirical model for the scenario T given by the convex

combination

t∗(e)C :=
∑

r∈ES(f(C))

e(f(C))(r) · gC(r) (2.59)

for each context C of T .

Definition 2.3.3. Let S and T be measurement scenarios. An n-round simulation

from S to T , denoted s : S → T , is a probability distribution over the set of deter-

ministic n-round simulations from S to T .

We generalise the definition of the pushforward model by taking the convex com-

bination of empirical models:

s∗(e) =
∑
t:S→T

s(t) · t∗(e) (2.60)

where s =
∑

t:S→T s(t) · t is a simulation, and e is an empirical model.
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2.4 The cohomology of contextuality

A cohomology theory assigns an algebraic invariant to each element of some class

of objects. Cohomology theories are useful when one can find invariants that can

be computed easily, yet characterise an important property of the objects we are

studying. An example is the simplicial cohomology of a topological space. Using for

example triangulation we can compute the simplicial cohomology of a large class of

spaces. In topology this is an invaluable tool for resolving many questions in a simple

way.

In the sheaf-theoretic framework, a possibilistic empirical model is a sheaf of sets

S : Xop → Set. Contextuality is seen as the failure of a local section s ∈ S(C) to ex-

tend to a global section g ∈ S(X). For presheafs of abelian groups F : Xop → AbGrp

this transition from local to global is characterised by a cohomological obstruction. It

is therefore natural to consider if this obstruction can detect contextuality. Abramsky

et al. showed that this is the case in a range of examples [AMB12], but also that it

is not complete. A more precise characterisation of the class of models where it is

complete was later given [ABK+15].

In this section we present the Čech cohomology obstruciton of Abramsky et al.

[AMB12]. We first define the cohomology groups of a cochain complex in Section

2.4.1. In Section 2.4.2 we define the Čech cohomology groups of a presheaf of abelian

groups. In Section 2.4 we define the obstruction for contextuality.

2.4.1 Cohomology groups of a cochain complex

To define the cohomology groups of an object we use a family of abelian groups

connected by homomorphisms. This is called a cochain complex.

Definition 2.4.1. A cochain complex is a sequence

0 C0 C1 C2 · · ·d−1:=0 d0 d1 d2 (2.61)

where C0, C1, . . . are abelian groups, and d0, d1, . . . are homomorphisms such that

dn+1 ◦ dn = 0. The elements of Cn are known as the n-cochains and dn is the n’th

coboundary map. im(dn) are the n-coboundaries and ker(dn+1) the n-cocycles.

The requirement that dn+1 ◦ dn = 0 equivalently says that every n-coboundary is

an n-cocycle, im(dn) ⊂ ker(dn+1). A sequence such that im(dn) = ker(dn+1) is said

to be exact at n. Cohomology measures the failure of a sequence to be exact.
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Definition 2.4.2. The n-th cohomology group is the quotient of the coboundaries

to the cocycles. Hn := im(dn)/ker(dn−1).

The cohomology class [x] ∈ Hn of a cocycle x can be thought of as an obstruction

for x to be a coboundary, because [x] = 0 if and only if x is a coboundary.

When we assign a cochain complex to some mathematical object it is common

to use a free construction. This free construction loses some of the structure of the

original object. However, it can also be the case that the cohomology groups capture

some interesting feature of the object. The classic example is simplicial cohomology,

which relates to the number of “holes” in a topological space.

2.4.2 Čech cohomology

Let X be a topological space, and F : Xop → AbGrp a presheaf of abelian groups.

In this section we define the Čech cohomology groups of F . To do this we assign to

F a cochain complex. This complex is defined using an open cover U of X. First, we

define an object encoding the combinatorial structure of the open cover.

Definition 2.4.3. Let U be an open cover of a topological space X. The n-simplices

of the nerve of U , denoted by Nn(U), are n+ 1-tuples of intersecting open sets.

Nn(U) := {(U0, . . . , Un) ∈ Un+1 | U0 ∩ · · · ∩ Un ̸= ∅} (2.62)

The boundary maps ∂i : Nn+1(U)→ Nn(U) remove the i’th open set:

∂i :: (U0, . . . , Un+1) 7→ (U0, . . . , Ui−1, Ui+1, . . . , Un+1) (2.63)

Let |(U0, . . . , Un)| := ∩iUi.

Definition 2.4.4. Let X be a topological space, U an open cover of X and F a

presheaf of abelian groups on X. The Čech cohomology group Hn(F) is the n’th

cohomology group of the cochain complex

0 C0(U ,F) C1(U ,F) C2(U ,F) · · ·d−1:=0 d0 d1 d2 (2.64)

where

• The n-cochains Cn(U ,F) :=
⊕

U∈Nn(U)F(|U |).

• The coboundary map dn(ω)(U) :=
∑q

i=0 (−1)
iF(|∂iU | ⊂ U)(ω(∂iU))

It can be verified that dq+1 ◦ dq = 0.
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2.4.3 The obstruction to the extension of a local section

Let S = (X,M, O) be a measurement scenario, S a possibilistic empirical model,

and s0 ∈ S(C0) a local section. We define the Čech cohomology obstruction for s0 to

extend to a global section.

We can give S the structure of an abelian presheaf by composing with the the

functor FZ : Set → AbGrp assigning to each set X the free abelian group on X,

that is, the group of formal linear combinations of X.

FZ(X) := {
∑
x∈X

kx · x | kx ̸= 0 for finitely many x ∈ X} (2.65)

FZ(f : X → Y ) :=
∑
x∈X

kx 7→
∑
x∈X

kx · f(x) (2.66)

Let F := FZ ◦ S. Note that even though S is a sheaf, F is generally only a

presheaf.

The construction employs two auxiliary presheaves. For any subset U ⊂ X we

define F|C0 to be the restriction of each U to U ∩ C0, and FC̃0
assigns to each U the

subset of elements whose restriction to U ∩ C0 vanishes.

Definition 2.4.5. Let F be an abelian presheaf and C0 an open set.

FC̃0
:: U 7→ kerF(U ∩ C0 ⊂ U) F|C0 :: U 7→ F(C0 ∩ U) (2.67)

At any U ⊂ X these presheaves are related to F by a sequence

0 FC̃0
(U) F(U) F|C0(U) 0

resUU∩C0

which in fact is exact, because F is flasque beneath the cover. When lifted to the

level of cochain complexes it, therefore, gives rise to a short exact sequence

0 C∗(M,FC̃0
) C∗(M,F) C∗(M,F|C0) 0

Using standard techniques from homological algebra this short exact sequence of

cochain complexes induces a long exact sequence of cohomology groups

0 H0(M,FC̃0
) H0(M,F) H0(M,F|C0)

H1(M,FC̃0
) H1(M,F) H1(M,S|C0) · · ·

γ

where γ is the connecting homomorphism. For details about this see for example

[Wei94]. Using the identification F(C0) ∼= H0(M,F|C0) we define the obstruction for

s0 to extend to a global section to be γ(1 · s0) ∈ H1(M,FC̃0
).
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Lemma 2.4.1 ([AMB12]). If the cover M is connected1 then γ(1 · s0) = 0 if and

only if 1 · s0 extends to a compatible family of FZS.

Definition 2.4.6. Let S : (X,M, O) be a possibilistic empirical model and s0 ∈
S(C0) a local section. The cohomological obstruction to s0 lifting to a global section

is the cohomological obstruction to 1 · s0 extending to a compatible family in FZ ◦ S.

Observe that if s0 extends to a global section s in S, then 1 ·s0 extends to a global

section 1 · s in F , hence the obstruction is sound.

Lemma 2.4.2. The Čech cohomology obstruction for contextuality is sound: If γ(g) ̸=
0 then S is logically contextual at s.

2.4.4 Generalised AvN arguments

The Čech cohomology obstruction is not complete. There are so-called false negatives,

contextual empirical models where the obstruction vanishes. The approach detects

contextuality in many cases, but an example where the approach is not complete is

Hardy’s paradox. Work has been carried out by Caru on understanding false negatives

and refining the approach [Car18].

The Čech cohomology obstruction is complete for a large fragment of models

that can be described by generalised AvN models. Abramsky et al. [ABK+15] take

this terminology from Mermin [Mer90] who used the term “all versus nothing” to

describe his proof of contextuality. These proofs can be understood as exhibiting

an inconsistent set of equations over Z2 that is locally satisfied by the model. The

all versus nothing terminology was also used by for example Cabello [Cab01]. The

Čech cohomology obstruction is complete for the generalised AvN models, the class

of models that locally satisfies a system of inconsistent equations over any ring R

[ABK+15].

Definition 2.4.7. Let (X,M, R) be a measurement scenario where R is a ring. An

R-linear equation is a triple (C, r, a) where C ∈M is a context, r : C → R assigns a

coefficient in R to each x ∈ C, and a ∈ R is a constant. A local section s : C → R

satisfies (C, r, a) if ∑
x∈C

r(x) · s(x) = a (2.68)

where · denotes multiplication in R.

1i.e. All pairs C,C ′ ∈ M are connected by a sequence C0 = C,C1, C2, · · · , Cn−1, Cn = C ′

with Ci∩Ci+1 ̸= ∅. This assumption is harmless because non-connected components are completely
independent in terms of contextuality. Incidentally, all of the scenarios we will consider are connected.
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a
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y

φ

φ

(a)

a = 1 a = 2 a = 3
b = 1 X1 X2 X1X2

b = 2 Z2 Z1 Z1Z2

b = 3 −X1Z2 −Z1X2 Y1Y2

(b)

Figure 2.5: The Magic Square game. Alice and Bob each hold one of the two qubits of
two maximally entangled states ϕ. Verifier sends Alice and Bob a, b ∈ {1, 2, 3}. Alice
performs the three observables (M1,M2,M3) in column b of (b) and Bob performs
the observables in row a. Given outcome x = (x1, x2, x3), y = (y1, y2, y3) they win if
x1 ⊕ x2 ⊕ x3 = 1 and y1 ⊕ y2 ⊕ y3 = 0, and xb = ya.

Let S be an empirical model. The R-linear theory of S is the set of all R-linear

equations that are consistent with S.

ThR(S) :=
⋃
C∈M

{(C, r, a) | s satisfies (C, r, a) for all s ∈ S(C)} (2.69)

Definition 2.4.8. S is AvNR if its R-linear theory is inconsistent. i.e. there is no

s : X → R such that s|C |= ϕ, for every context C ∈ M and formula ϕ ∈ ThR(S) at
C.

Theorem 2.4.1 ([ABK+15]). If S is AvNR then γ(1 · s) ̸= 0 for all C ∈ M and

s ∈ S(C).

2.5 Witnessing contextuality through cooperative

games

There are different ways of proving that an empirical model is contextual. For exam-

ple, using inequalities [CHSH69, Bel64] or using systems of logical formulas [Mer90].

A systematic treatment of contextuality proofs is given by Abramsky and Hardy

[AH12]. It is well known that certain contextuality proofs can be recast as coopera-

tive games known as non-local games. For example, the Magic Square game (Figure

2.5) [CHTW10].
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In this section, we first define cooperative games and non-local games. We then

explain that simulations can be used to translate a cooperative game from one scenario

to another.

2.5.1 Cooperative games

Let S = (I,X, Y ) be a multipartite scenario.

A game is played by I, thought of as players, against Verifier. A game is played

over one or more rounds of the following form. Verifier sends each player i ∈ I ′,

in a subset I ′ ⊂, a value xi ∈ Xi, and each player responds with a value yi ∈ Yx.

We assume that the players are not allowed to communicate and that each player is

sent at most one value. A strategy for Verifier is therefore an n-round measurement

protocol C, and a strategy for the players is an empirical model e.

At the beginning of each game Verifier randomly selects a strategy C and an

accepting condition A ⊂ ES(m). The goal of the players is to maximize the probability

that their responses s1, . . . , sn satisfies the accepting condition.

Definition 2.5.1. Let S = (I,X, Y ) be a multipartite measurement scenario. An

n-round game is a convex combination Φ =
∑

C∈MPn(S),A⊂ES(C) ΦC,A · (m,A). The

success probability of an empirical model e is

pS(e,Φ) :=
∑

C∈MPn(S),A⊂ES(C)

ΦC,Ae(C)(A) (2.70)

A non-local game is a single-round cooperative game along with a quantum strat-

egy exceeding that of any non-contextual strategy.

Definition 2.5.2. Let S = (I,X, Y ) be a multipartite scenario. A non-local game is

a pair (e,Φ) where e is a quantum realised empirical model, and Φ is a single-round

game, such that there exists a γ such that for all non-contextual empirical models

eNC

pS(eNC,Φ) ≤ γ < pS(e,Φ) (2.71)

the least such γ∗, is called the classical upper bound.

A well-known example is the Greenberger-Horne-Zeillinger (GHZ) game [GHSZ90].

Example 2.5.1. The GHZ game is played by three players A,B,C. Verifier selects

inputs xA, xB, xC ∈ Z2 with uniform probability. The players win if their outputs

yA, yB, yC ∈ Z2 satisfies

AGHZ(xA, xB, xC)(yA, yB, yC) ⇐⇒ xA ∨ xB ∨ xB = yA ⊕ yB ⊕ yC (2.72)
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X Y

f(C)

r1

C

gC(r)

Verifier

f(C1)

r

Figure 2.6: The pullback of a game Φ. Consider a game where Verifier plays against a
set of players Y . Verifier sends Y a context C, the players then interact with another
set of players X through a measurement protocol f(C). If the result of f(C) is a
run r then they respond with gC(r) to Verifier. Verifier accepts if gC(r) ∈ A satisfies
the accepting condition. This game is equivalent to the game where Verifier interacts
directly with X by performing the measurement protocol f(C) and accepts a run r
if r ∈ g−1C (A).

A winning quantum strategy is given where each player performs a Pauli X measure-

ment if the input is 0 and a Pauli Y measurement if the input is 1. However, any

non-contextual strategy solves the game with at most 3/4.

2.5.2 The pullback of a game

Let S and T be measurement scenarios, and s : S → T an n-round simulation. We

have explained that s induces a map on empirical models going from S to T , called

the pushforward. Simulations also have a natural action on games (Figure 2.6). The

pullback s∗ maps k-round games of T to kn-round games on S.

The defining property of the pullback is that for any empirical model e of S and

game Φ of T , the success probability of e on s∗(Φ) is the success probability of s∗(e)

on Φ:

pS(e, s
∗(Φ)) = pS(s∗(e),Φ) (2.73)

We can define the pullback directly as follows.

Definition 2.5.3. Let S and T = (Y,N , P ) be measurement scenarios, s : S → T an

n-round simulation, and Φ a single-round game. The pullback s∗(Φ) is the n-round
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}

x

y

Figure 2.7: In the resource view we think about an empirical model as a resource
that can be consumed by a classical algorithm solving a computational problem.

game for the scenario S, defined as

s∗(Φ) :=
∑

(f,g):S→T,C∈N ,A⊂ET (C)

s(f, g)ΦC,A · (fC , g−1C (A)) (2.74)

where ΦC,A is the probability of Verifier selecting the context C and accepting con-

dition A, s(f, g) is the probability of the deterministic simulation (f, g) given by s,

and fC ∈ MPn(S), gC : ES(fC) → ET (C) are the maps defined by the deterministic

simulation.

2.6 The contextual fraction

The contextual fraction is a measure of contextuality introduced by Abramsky, Bar-

bosa, and Mansfield [ABM17]. See Barbosa, Douce, Emeriau, Kashefi, and Mansfield

for a generalisation of the contextual fraction for continuous variables [BDE+22].

The contextual fraction was motivated by the consideration of situations where a

source of contextuality is consumed to solve a computational problem (Figure 2.7).

Abramsky, Barbosa, and Mansfield observed that several results of this type can be

refined to give resource inequalities on the form

pF ≥ (1− CF(e))v(f) (2.75)

relating the degree of failure pF in a situation where an empirical model e is consumed

to solve a problem f , to the contextual fraction CF(e) and some intrinsic measure

v(f) of the hardness of f .
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An example of such a resource inequality arises from measurement-based quantum

computing (MBQC). In MBQC a classical control computer that can only perform

mod-2 linear computations interacts with an empirical model. Raussendorf [Rau13]

building on Anders and Browne [AB09] showed that any MBQC that can compute

a non mod-2 linear function requires a strongly contextual empirical model. This

was later refined into a resource inequality relating the contextual fraction to the

likelihood of an MBQC computing a non-mod 2 linear function.

In this section, we first define the contextual fraction and then show that non-

local games give another example of a resource inequality. The contextual fraction

is a measure of contextuality that can be seen as the fraction of an empirical model

that cannot be explained by a non-contextual model.

Definition 2.6.1. Let e be an empirical model. The non-contextual fraction of e,

denoted by NCF(e), is the greatest ϵ such that e is a convex combination of a non-

contextual empirical model e′ and another empirical model e′′.

e = ϵ · e′ + (1− ϵ) · e′′ (2.76)

The contextual fraction, denoted by CF(e), is defined as 1− NCF(e).

Let S be a measurement scenario and Φ a game such that the success probability of

any non-contextual empirical model is at most γ. The violation of γ by any empirical

model e : S is at most CF(e).

Lemma 2.6.1. Let (Φ, e) be a non-local game with bound γ. For any empirical model

e′ the violation of γ by e′ is bounded by the classical limit and the contextual fraction.

pS(e,Φ) ≤ γ + CF(e) (2.77)

Proof. Let e be an empirical model. We can write e as a convex combination

e = CF(e) · e′ + (1− CF(e)) · eNC (2.78)

where eNC is non-contextual. The success probability of e is then

ps(e,Φ) = CF(e)pS(e
′,Φ) + (1− CF(e))pS(eNC,Φ) (2.79)

The success probability of e′ is at most one, and the success probability of eNC at

most γ. Therefore

pS(e,Φ) ≤ CF(e) + (1− CF(e))γ (2.80)

≤ γ + CF(e) (2.81)
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Chapter 3

Comparing two obstructions for
contextuality

Cohomological invariants can be a powerful mathematical tool. Abramsky et al.

[AMB12, ABK+15] showed that a cohomological invariant based on Čech cohomol-

ogy can detect contextuality in a range of examples. However, the Čech cohomol-

ogy approach is generally not complete. There are instances of contextuality, called

“false negatives”, where the cohomological obstruction vanishes. In this chapter, we

compare the Čech cohomology approach to a different cohomological approach for

detecting contextuality.

The topological approach of Okay, Bartlett, Roberts, and Raussendorf [ORBR17]

studies certain sets of quantum measurement operators. Recall that for any dimension

d ≥ 2 the single-qudit Weyl operators are a set of d2 unitary operators generalising

the Pauli operators. The generalised n-qudit Pauli group is the group of operators

generated by n-fold tensor products of single-qudit Weyl operators.

Definition 3.0.1. For any dimension d ≥ 2, and p1, p2 ∈ Z2
d the single-qudit Weyl

operator W (p1, p2) is defined by

W (p1, p2) := |j⟩ 7→ ωjp2|j + p1⟩ (3.1)

where ω = e2πi/d. The n-qudit generalised Pauli group Pn,d is the group of operators

on the form

ωqW (p11, p12)⊗ · · · ⊗W (pn1, pn2) (3.2)

where p11, p12, . . . , pn1, pn2 ∈ Zd.

The topological approach studies sets of n-qudit Weyl operators that contain the

identity operator, is closed under commuting products and ωq-phases.
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(a) (b)

Figure 3.1: Examples of classifying spaces taken from Okay et al. [ORBR17]. (a) is
the GHZ proof, (b) Mermin’s square.

Definition 3.0.2. A set of n-qudit generalised Pauli operators O ⊂ Pn,d is closed if

1. O contains the identity operator: I ∈ O.

2. O is closed under commuting products: If O1, O2 ∈ O and O1O2 = O2O1 then

O1O2 ∈ O.

3. O is closed under {ωk}-phases: If O ∈ O and k ∈ Zd then ωkO ∈ O.

For any closed set of Weyl operators Okay et al. defines a topological space (Figure

3.1). They show that key properties of the set of operators are reflected in the topology

of this space. One of their results is that both state-dependent and state-independent

contextuality can be detected by the non-vanishing of a cohomology class. Recall that

each n-qudit Weyl operator W (p1, p2) ̸= I has d distinct eigenvalues ω0, . . . , ωd−1.

Under the identification ωi 7→ i each Weyl operator defines a projective measurement

with outcomes Zd. A state-dependent or state-independent contextuality proof is a

proof that either the state-dependent or state-independent empirical models

SO : (O,M,Zd), SO,ψ : (O,M,Zd) (3.3)

are contextual.

In this chapter, we consider the following problem. What is the minimal structure

required to define the topological obstruction at the level of empirical models. Sec-

ondly, assuming that the topological obstruction can be defined, are there instances

where the Čech cohomology obstruction vanishes, but the topological obstruction

does not?
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3.0.1 Structure of chapter

In Section 3.1 we introduce bundles over commutative partial monoids and we prove

the splitting lemma, relating left splittings, right splittings, and trivialisations. In

Section 3.2 we define the cohomology of a commutative partial monoid. We show

that the problem extending a local right splitting of a bundle is characterised by

a cohomological obstruction. In Section 3.3 we introduce a class of measurement

scenarios and empirical models generalising closed sets of Weyl operators. We show

that for any such empirical model a cohomological obstruction can be defined. Finally,

in Section 3.4 we show that this obstruction is not stronger than the Čech cohomology

obstruction.

3.1 Bundles over commutative partial monoids

In this chapter, we are working with commutative groups, monoids, and partial

monoids. We will therefore ommit the word commutative to avoid unnecessarily

complicating terminology.

Recall that if G and H are groups then a group extension of H by G is a sequence

of groups and homomorphisms

G H Ki j
(3.4)

such that i is injective, j is surjective, and im(i) = ker(j). The simplest example

of a group extension of H by G is the product G × H along with the inclusion

in1 : G→ G×H and the projection π2 : G×H → H.

G G×H H
in1 π2 (3.5)

As a group extension, the direct product is not interesting because its structure is

determined completely by G and H. It is therefore called the trivial extension. A

homomorphism h : G → G × K that is compatible with both the inclusion and

projection maps, that is the diagram

G H K

G×K

in1

i

h

j

π2 (3.6)

commutes is called a trivialisation. It can be shown that any trivialisation is an

isomorphism. A bundle that has a splitting is said to split, and its structure is
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therefore also determined completely by G and K. The splitting lemma for groups

gives a necessary and sufficient characterisation of when a group extension has a

splitting.

Partial monoids generalise groups by omitting the requirement that elements have

inverses, and the requirement that all products are defined.

Definition 3.1.1. A (commutative) partial monoid is a tuple (M,+, 0) where M is

a set, the product + :M2 →M is a partial function, and 0 ∈M is the identity, such

that the following conditions hold:

• Commutativity: m+m′ is defined if and only if m′+m is defined and m+m′ =

m′ +m, for all m,m′ ∈M .

• Identity: 0 +m is defined and 0 +m = m for all m ∈M .

• Associativity: For all m,m′,m′′ ∈M

– If (m+m′)+m′′ and m+(m′+m′′) are both defined then they are equal.

– If m +m′,m +m′′,m′ +m′′ are all defined then (m +m′) +m′′ and m +

(m′ +m′′) are both defined.

If the product + is a total function then (M,+, 0) is a commutative monoid.

In this section, we introduce a generalisation of group extensions to partial monoids

and we show that the splitting lemma generalises, and the problem of extending a

local splitting to a global splitting is equivalent.

3.1.1 Bundles

To generalise the definition of a group extension to partial monoids we first recast

the definition to emphasise the role of a group action.

Definition 3.1.2. Let θ : G×X → X be a group action. θ is free if θ( , x) : G→ X

is injective for all x ∈ X. The orbit of x ∈ X, is the set of elements that are equivalent

to x up to the action of G:

[x]θ := {θ(g, x) | g ∈ G} (3.7)

We write X/θ for the set of orbits. When a particular group action is assumed we

will simplify notation by defining g · x := θ(g, x).
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Observe that for any group extension G H Ki j
there is an action of

G on H defined by

θ : G×H → H :: (g, h) 7→ i(g) +H h (3.8)

This action is free because i is injective and H has inverses. It is also compatible

with the group structures of G and H in the sense that it is a homomorphism from

G × H to H. The requirement that im(i) = ker(j) is equivalent to saying that the

orbits of θ and the fibers of j are the same:

H/θ = {j−1(k) | k ∈ K} (3.9)

We can recast the definition of a group extension in terms of this action. A group

extension can be defined as a surjective homomorphism j : H → K and a free,

compatible group action θ such that the orbits of θ are the fibers of j. We will use

this view of group extensions to generalise them to partial monoids.

For a partial monoid the natural notion of homomorphism is a function on the

underlying set that preserves the identity and products whenever they are defined.

Definition 3.1.3. A homomorphism of partial monoids h : M → M ′ is a function

between the underlying sets, such that:

• h preserves the identity element: h(0M) = 0M ′ .

• h preserves products: h(m1)+M ′ (m2) is defined and h(m1+Mm2) = h(m1)+M ′

h(m2), for all m1,m2 such that m1 +M m2 is defined.

If G is a group and M is a partial monoid then the set product G×M is a partial

monoid with identity and product defined component-wise.

0G×M = (0G, 0M) (3.10)

(g,m) +G×M (g′,m′) = (g +A g
′,m+M m′) (3.11)

for all g, g′ ∈ G and m,m′ ∈ M such that m +M m′ is defined. We define an action

of a group G on M to be a group action, in the usual sense, that is furthermore a

homomorphism from G×M to M .

Definition 3.1.4. Let G be a group and M a partial monoid. An action of G on M

is a homomorphism θ : G×M →M such that the following conditions hold:

θ(0, ) = idM (3.12)

θ(g, ) ◦ θ(g′, ) = θ(g + g′, ), for all g, g′ ∈ G (3.13)
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We define a bundle over a partial monoid to be a partial monoid equipped with a

compatible group action and a surjective homomorphism such that the fibers of the

homomorphism and the orbits of the action are the same.

Definition 3.1.5. Let G be a group and M a partial monoid. A G-bundle over M

is a tuple (N, j, θ), where

• N is a partial monoid,

• θ : G×N → N is a free action,

• j : N →M is a surjective homomorphism,

such that the orbits of θ are the fibers of j:

N/θ = {j−1(m) | m ∈M} (3.14)

θ is called the bundle action and j the bundle map.

The simplest example of a G-bundle overM is given by the product G×M . Write

θG×M for the action of G on G ×M applying the group operation of G on the first

component, and π2 : G×M →M for the projection onto the second component.

θ(g, (g′,m)) := (g + g′,m) (3.15)

The triple (G × M, θG×M , π2) is called the trivial bundle. As a bundle it has no

interesting structure because it is completely determined by G and M alone.

3.1.2 The splitting lemma

Let G H Ki j
be a group extension. The splitting lemma for groups

gives the following characterisation of trivialisations, that is homomorphisms h :

H → G×K such that the following diagram commutes:

G H K

G×K

in1

i

h

j

π2 (3.16)

in other words, in1 = h◦i and j = π2◦h. Trivialisations are necessarily isomorphisms.

Any group extension that has a trivialisation is therefore isomorphic to the product

group extension.
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A left splitting is a homomorphism s : H → G such that i ◦ l = idH . A right

splitting a homomorphism r : K → H such that r ◦ j = idK . The splitting lemma for

groups states that the three are equivalent: A group extension has a left splitting if

and only if it has a right splitting, if and only if it has a trivialisation.

To generalise left splittings and trivialisations we observe that their definitions

can be recast in terms of the group action of G on H.

Definition 3.1.6. Let G be a group, M,M ′ partial monoids, and θ : G×M → M ,

θ′ : G ×M ′ → M ′ group actions. An action homomorphism h : θ → θ′ is a partial

monoid homomorphism h : M → M ′ such that θ′(g, f(x)) = f(θ(g, x)) for all g ∈
G, x ∈ X.

For any group G write write θG for the group action of G on itself: θG(g, g
′) :=

g +G g
′. A left splitting of a group extension is then equivalently an action homo-

morphism from the bundle action θ to θG. The requirement that a trivialisation is

compatible with the inclusion maps, that is in1 = h ◦ i is equivalent to h being an

action homomorphism from the bundle action θ to the bundle action on the product

bundle θG×M .

Definition 3.1.7. Let G be a group, M a partial monoid, and B = (N, j, θ) a G-

bundle over M .

1. A left splitting is an action homomorphism l : θ → θG.

2. A right splitting is a partial monoid homomorphism r : M → N such that

j ◦ r = idM .

3. A trivialisation is an action homomorphism h : θ → θG×M such that j = π2 ◦ h.

For example, the trivial bundle (G ×M, θG×M , π2) has a left splitting π1 and a

right splitting in2:

π1 : G×M → G :: (g,m) 7→ b (3.17)

in2 :M → G×M ::= m 7→ (0B,m) (3.18)

Let B = (N, j, θ) be a G-bundle over a partial monoid M and let l : N → G be a

left splitting. There is then a natural map from N to G×M given by

⟨l, j⟩ : N → G×M ::= n 7→ (l(n), j(n)) (3.19)
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Because l is a left splitting and therefore an action homomorphism from θ to θG we

have that ⟨l, j⟩ is an action homomorphism from θ to the bundle action θG×M of the

trivial bundle. ⟨l, j⟩ is a trivialisation.

We then clearly have π2 ◦ ⟨l, j⟩ = j. Because l is an action homomorphism from

θ to θG we have that ⟨l, j⟩ is an action homomorphism from θ to θG×M . Conversely

if h : N → G×M is a trivialisation then we can define a left splitting by projecting

onto the first component: π1 ◦ h.
Because the bundle action θ is free something similar is true for right splittings.

For any left splitting l let R(l) be the function

R(l) :M → N ::= m 7→ −l(η(m)) · η(m) (3.20)

where η :M → N is any function such that j ◦ η = idM . Observe that the definition

is independent of the choice of η because

−l(g · η(m)) · (g · η(m)) = (−l(η(m))− g + g) · η(m) (3.21)

= −l(η(m)) · η(m) (3.22)

for any m ∈M and g ∈ G.

Lemma 3.1.1 (Splitting lemma). Let B = (N, θ, j) be a G-bundle over a partial

monoid M .

1. The map l 7→< l, j > is a bijection between left splittings and trivialisations.

2. The map l 7→ R(l) is a bijection between left and right splittings.

Proof. 1. h 7→ π1 ◦ h is an inverse to l 7→< l, j >. π1 ◦ h is an action homomorphism

from θ to θG if and only if h is an action homomorphism from θ to θG×M .

For 2. we first check that R(l) is a homomorphism. It preserves the identity. We

have η(0) = a · 0 for some unique a. Hence R(l)(0) = (−l(η(0))) · η(0) = −l(a · 0) · (a ·
0) = (0−a+a) ·0 as required. To see that it preserves products, take m,m′ such that

m +M m′ is defined. There is a unique g such that η(m +m′) = g · (η(m) + η(m′)).

Therefore

R(l)(m+m′) = (−l(η(m+m′))) · η(m+m′) (3.23)

= (−l(g · (η(m) + η(m′))) · (g · (η(m) + η(m′))) (3.24)

= (−l(η(m))− l(η(m′))− g + g) · (η(m) + η(m′)) (3.25)

= R)(l)(m) +R(l)(m′) (3.26)
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To see that R is a bijection we can define the inverse directly as follows. For any

right splitting r :M → N there is a unique function R−1(r) :M → N such that

R−1(r)(n) · n = r(j(n)) (3.27)

for all n ∈ N .

We first check that it is a homomorphism. For the identity we have h(j(0)) = 0

and h(j(0)) = s(0) ·0, hence s(0) = 0 as required. That it preserves products we have

both

h(j(n+ n′)) = s(n+ n′) · (n+ n′) (3.28)

and

h(j(n+ n′)) = h(j(n)) + h(j(n′)) (3.29)

= s(n) · n+ s(n′) · n′ (3.30)

= (s(n) + s(n′)) · (n+ n′) (3.31)

Therefore, by uniqueness of s we have s(n+ n′) = s(n) + s(n′). Finally to see that it

preserves the action, we have r(j(g · n)) = r(j(n)). Hence

R−1(r)(g · n) · (g · n) = R−1(r)(n) · n (3.32)

R−1(r)(g · n) = g +R−1(r)(n)
Finally we check that R−1 in fact is an inverse to R.

RB(R
−1
B (r)) = m 7→ (−sr(η(m))) · η(n) (3.33)

= m 7→ r(j(η(m))) = m 7→ r(m) (3.34)

and

(h−1 ◦ inM)(j(n)) = h−1(0, j(n)) (3.35)

= (0− h1(n)) · n (3.36)

Hence by uniqueness (h−1 ◦ inM) 7→ h and so R is a left inverse to R−1.

Similarly, as for groups, trivialisations of bundles are necessarily isomorphisms.

The splitting lemma, therefore, gives a characterisation of when a bundle is isomorphic

to the trivial bundle. A natural candidate for the inverse of a trivialisation h is the

map given by first taking the left splitting π1 ◦ h : N → G, then composing the right

splitting associated with π1 ◦ h with the projection π2: R(π1 ◦ h) ◦ π2. It can be

verified that this map in fact is an inverse.
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Lemma 3.1.2. Trivialisations are isomorphisms. Let B = (N, j, θ) be an A-bundle

over a commutative partial monoid M and h : N → A ×M a trivialisation. The

inverse of h is

h−1 : A×M → N ::= (a,m) 7→ (a− h1(η(m))) · η(m) (3.37)

where η :
∏

m∈M j−1(m) is an arbitrary section and h1 = proj1 ◦ h : N → A is the

first component of h.

Proof. We first show that h−1 is independent of the choice of the section η. Any other

section η′ = m 7→ γ(m) · η(m) differs from η by some γ : M → A. If we expand

the definition of h−1 using the section η′ in terms of γ and η we see that the terms

involving γ cancels out. For any m ∈M we have

(a− h1(η′(m))) · η′(m) = (a− h1(γ(m) · η(m))) · (γ(m) · η(m)) (3.38)

= (a− γ(m)− h1(η(m)) + γ(m)) · η(m) (3.39)

= (a− h1(η(m))) · η(m) (3.40)

Therefore h−1 is independent of the choice of η.

Next, we check that h−1 is a left inverse to h. Let n ∈ N . To see that h−1(h(n)) =

n we first expand h(n) = (h1(n), h2(n)) into the two components of the product.

Using the section η we can write n uniquely on the form

n = a · η(m) (3.41)

where a ∈ A and m = j(n). Because h is a trivialisation j(n) = h2(n).

h−1(h(n)) = h−1(h1(n), h2(n)) (3.42)

= h−1(h1(n),m) (3.43)

Because both h and proj1 preserve the action of A we have h1(a·η(m)) = a+h1(η(m))

therefore if we plug (h1(n),m) into h−1 the terms involving h1(η(m)) cancels out

h−1(h1(n),m) = (h1(n)− h1(η(m))) · η(m) (3.44)

= (h1(a · η(m))− h1(η(m))) · η(m) (3.45)

= (a+ h1(η(m))− h1(η(m))) · η(m) (3.46)

= a · η(m) = n (3.47)

as required.
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Finally, we check that h−1 is a right inverse to h. Let (a,m) ∈ A ×M . We first

expand the definition of h−1(a,m)

h(h−1(a,m)) = h((a− h1(η(m))) · η(m)) (3.48)

and then separately check that h1(h
−1(a,m)) = a and h2(h

−1(a,m))2 = m. For the

first part we use the fact that h1 is an A-action homomorphism

h1((a− h1(η(m))) · η(m)) = (a− h1(η(m))) + h1(η(m)) = a (3.49)

The second part follows because h maps the fiber j−1(m) to A× {m}

h2((a− h1(η(m))) · η(m)) = m (3.50)

as required.

3.1.3 Extending local splittings

The splitting lemma gives a correspondence between left splittings, right splittings,

and trivialisations. We now show that this correspondence is compatible with restric-

tions. This means that the problem of extending a right splitting, left splitting, or

trivialisations defined on a sub-bundle are all equivalent.

Suppose that B = (N, j, θ) is a G-bundle over a partial monoid M , and that

M ′ ⊂ M is a sub partial monoid. We first explain that B restricts to a sub bundle

over M ′.

The pre-image j−1(M ′) ⊂ N is a sub-partial monoid of N , and it is closed under

the action θ. We can therefore restrict B to a G-bundle over M ′ by restricting both

the bundle map j and action θ.

Definition 3.1.8. Let B = (N, j, θ) be a G-bundle over a partial monoid M and

M ′ ⊂ M a sub partial monoid. The restriction of B to M ′, denoted by B|M ′ , is the
G-bundle over M ′

B|M ′ :=
(
N ′, j′, θ′

)
(3.51)

where N ′ := j−1(M ′) and j′ : N ′ → M ′, θ′ : G × N ′ → N ′ are the restrictions of j

and θ to N ′.

Because the maps in the splitting lemma are defined pointwise they are natural

with respect to restrictions. The problems of extending a left splitting, right splitting,

or trivialisation of the restricted bundle B|M ′ to B are therefore equivalent.
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Lemma 3.1.3. Let B = (N, j, θ) be a G-bundle over a partial monoid M , M ′ ⊂ M

a sub partial monoid, and l′ : M ′ → G a left splitting of the restricted bundle B|M ′.
The following conditions are equivalent:

• There exists a left splitting l : N → G such that l|M ′ = l′.

• There exists a trivialisation h : N → G×M such that h|N ′ =< l′, j >.

• There exists a right splitting r :M → N such that r|M ′ = R(l′).

3.2 Cohomology of commutative partial monoids

We concluded the previous section by explaining that for a G-bundle B over a partial

monoid M the problems of extending either a left splitting, right splitting, or trivi-

alisation, defined on a sub bundle are equivalent. In this section we show that this

problem can be given a cohomological characterisation. The construction can be seen

as a generalisation of group cohomology.

Let G and K be groups. A well-known problem in group theory is to classify the

possible group extensions of K by G. An elegant solution to this problem is given by

group cohomology [Bro12]. Two group extensions are equivalent if they are related

by an isomorphism:

G H K

H ′

i′

i

h

j

j′ (3.52)

So in particular an extension splits if it is equivalent to the trivial extension.

For any group K there is a topological space XK called the classifying space of

K. There is a bijection between the second cohomology group H2(XK , G) of XK

with coefficients in G , and equivalence classes of group extensions. In particular, the

equivalence class of the trivial extension correspond to the zero class 0 ∈ H2(XK ;G).

In this section, we first generalise group cohomology. In Section 3.2.1 we define the

relative cohomology groups Hn(M,M ′;G) of a partial monoidM with respect to a sub

partial monoidM ⊂M ′ with coefficients in a group G. In 3.2.2 we define for any local

right splitting r of a sub-bundle a cohomological obstruction µ(r) ∈ H2(M,M ′;G)

and we show that µ(r) = 0 if and only if r can be extended to a global splitting.
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3.2.1 The cohomology groups of a partial monoid

Let G be a group, M a partial monoid, and M ′ ⊂ M a sub partial monoid. In this

section, we define the relative cohomology groups Hn(M,M ′;G).

We begin by defining a family of sets {Mn}n∈N and boundary maps δn,i : Mn →
Mn−1, where i = 1, . . . , n encoding the structure of a partial monoid M .

Definition 3.2.1. LetK be a commutative partial monoid. {Kn}n≥0 and δn,i : Kn →
Kn−1, where n ≥ 1, i = 0, . . . , n are defined by K0 := {()} and when n ≥ 1

Kn := {(k1, k2, · · · , kn) ∈ Kn | k1 + k2 + · · ·+ kn is defined} (3.53)

δn,i ::= (k1, . . . , kn) 7→ (k1, . . . , ki−1, ki + ki+1, ki+2, . . . , kn) (3.54)

By considering the set of functions f : Mn → G that vanish on M ′
n ⊂ Mn we

define the relative co-chain complex

0 C0(M,M ′;G) C1(M,M ′;G) C2(M,M ′;G) · · ·d−1:=0 d0 d1 d2

(3.55)

Definition 3.2.2. Let G be a group, M a partial monoid, andM ′ ⊂M a sub partial

monoid.

1. The relative n-cochains, denoted by Cn(M,N ;G), is the commutative group of

assignments f :Mn → G that vanish on M ′
n.

Cn(M ′,M ;G) := {f :Mn → G | f |M ′n = 0} (3.56)

2. The n’th coboundary map, denoted by dn is the following homomorphism from

the relative n-cochains to relative (n− 1)-cochains

dn : Cn(M ′,M ;G)→ Cn+1(M ′,M ;G) (3.57)

dn(f) := (m1, . . . ,mn) 7→
n∑
i=0

(−1)if(δn,i(m1, . . . ,mn)) (3.58)

The relative cohomology groups Hn(M,M ′;G) are the cohomology groups of this

co-chain complex. To verify that this in fact defines a co-chain complex we need to

verify that dn+1 ◦dn = 0. This can be done by a straightforward computation. In our

case, it is only necessary to verify this for the maps

d2(f)(m1,m2,m3) = f(m2,m3)− f(m1 +m2,m3) + f(m1,m2 +m3)− f(m1,m2)
(3.59)

d1(f)(m1,m2) = f(m2)− f(m1 +m2) + f(m1) (3.60)

d0 = 0 (3.61)

which is easily done.
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Definition 3.2.3. Let G be a commutative group M a commutative partial monoid

and M ′ ⊂M a sub partial monoid.

1. The relative n-cocycles Zn(M,N ;G) := ker dn is the kernel of dn : Cn(K,M ;G)→
Cn−1(K,M ;G).

2. The relative n-coboundaries is the imageBn(M,N ;G) := im dn−1 of dn : Cn(K,M ;G)→
Cn−1(K,M ;G).

3. The relative cohomology group Hn(K,M ;G) := Zn(K,M ;G)/Bn(K,M ;G) is

the quotient of the relative n-cocycles over the relative n-coboundaries.

3.2.2 The obstruction to extending a local splitting

Let B = (N, θ, j) be a G-bundle over a partial monoid M , M ′ ⊂ M a sub partial

monoid, and r′ :M ′ → N ′ a right splitting of the restriction B|M ′ of B to M ′.

To define the cohomological obstruction µ(r′) ∈ H2(M,M ′;G) we first choose a

function η : M → N , not necessarily a homomorphism, such that j ◦ η = idM and

η|M ′ = r′. η is not necessarily a homomorphism but because j ◦ η = idM there is

for every m1,m2 ∈ M some g ∈ G such that η(m1 +M m2) = g · (η(m1) +M η(m2)).

Because θ is free this g is unique.

Definition 3.2.4. Let B = (N, j, θ) be an G-bundle over a partial monoid M , M ′ ⊂
M a sub partial monoid, and η : M → N a function such that η ◦ j = idM . Write

∆η :M2 → G for the unique function satisfying

η(m1 +m2) = ∆η (m1,m2) · (η(m1) + η(m2)) (3.62)

for all (m1,m2) ∈M2.

∆η can be thought of as measuring the failure of η to be a splitting because η is

a homomorphism if and only if ∆η = 0. We define µ(r′) to be the cohomology class

of ∆η.

Definition 3.2.5. Let B = (N, j, θ) be an G-bundle over M , M ′ ⊂ M a sub-partial

monoid, and r′ : M ′ → N ′ a right splitting of B|M ′ . The obstruction to r′, is the

cohomology class

µ(r′) := [∆η] ∈ H2(M ′,M ′;A) (3.63)

where η :M → N is any function such that η|M ′ = r′ and j ◦ η = idM .
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For this to be well defined we need to check that ∆η is a relative co-cycle and that

the cohomology class [∆η] is independent of the choice of η.

Lemma 3.2.1. Let B = (N, j, θ) be an A-bundle over a commutative partial monoid

M , M ′ ⊂ M a sub partial monoid, and r a right splitting of the restricted bundle

B|M ′.

1. ∆η ∈ Z2(M ′,M ;A) for any η :M → N such that η|M ′ = r′ and j ◦ η = idM .

2. (∆η − ∆η′) ∈ B2(M ′,M ;A) for any two η, η′ : M ′ → N ′ such that η|M ′ =
η′|M ′ = r′ and j ◦ η = j ◦ η′ = idM .

Proof. For 1. we first have to show that ∆η is a relative cochain, that is, that ∆η

vanishes on (M ′
2), and secondly that

∆η (m2,m3)−∆η (m1 +m2,m3) + ∆η (m1,m2 +m3)−∆η (m1,m2) = 0 (3.64)

for all (m1,m2,m3) ∈M3. That ∆η vanishes on M ′
2 is clear because its restriction is

a homomorphism. For the second part we use that m1 +m2 +m3 can be written as

both m1 + (m2 +m3) and (m1 +m2) +m3.

η(m1 + (m2 +m3)) = ∆η (m1,m2 +m3) · (η(m1) + η(m2 +m3))

= (∆η (m1,m2 +m3) + ∆η (m2,m3)) · (η(m1) + η(m2) + η(m3))

and similarly

η((m1 +m2) +m2) = (∆η (m1 +m2,m3) + ∆η (m1,m2)) · (η(m1) + η(m2) + η(m3))

Because the two terms are equal and the action is free

∆η (m1,m2 +m3) + ∆η (m2,m3) = ∆η (m1 +m2,m3) + ∆η (m1,m2) (3.65)

as required.

For 2. suppose that η, η′ are two sections that extend r. We have to show that

there is some γ : C1(M ′,M ;A) such that

∆η (m1,m2)−∆η′ (m1,m2) = γ(m1)− γ(m1 +m2) + γ(m2) (3.66)

for all (m1,m2) ∈M2. Let γ :M → A be the unique function such that

η = m 7→ s(m) · η′(m) (3.67)
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Because η, η′ both extend r we have s|M ′ = 0 and so γ is a relative cochain, γ ∈
C1(M ′,M ;A). Expanding η(m1 +m2), η(m1), η(m2) in terms of γ and η′ gives

η(m1 +m2) = ∆η (m1,m2) · (η(m1) + η(m2)) (3.68)

= (∆η (m1,m2) + s(m1) + s(m2)) · (η′(m1) + η′(m2)) (3.69)

and

η(m1 +m2) = s(m1 +m2)η
′(m1 +m2) (3.70)

= (s(m1 +m2) + ∆η′ (m1,m2)) · (η′(m1) + η′(m2)) (3.71)

hence

∆η (m1,m2) + s(m1) + s(m2) = s(m1 +m2) + ∆η′ (m1,m2) (3.72)

as required.

Observe that the obstruction is sound in the sense that if r′ can be extended to

a right splitting r : M → N then [∆η] = 0. This is true because if such an r exists

then the cohomology class [∆η] is equal to the cohomology class [∆r] had we instead

chosen r. Because r is a homomormphism ∆r = 0 and so [∆r] = 0 as required.

We now show that the obstruction in fact is complete in the sense that µ(r′) = 0

if and only if r′ can be extended globally.

Theorem 3.2.1. Let B = (N, j, θ) be a G-bundle over a partial monoid M , M ′ ⊂M

a sub partial monoid, and r a right splitting of B|M ′. There exists a right splitting

r :M → N such that r|M ′ = r′ if and only if µ(r′) = 0.

Proof. We have already explained that µ(r′) = 0 if r′ can be extended globally. For

the converse suppose that µ(r′) = 0.

We extend r′ to a global right splitting r : M → N by first choosing a function

η :M → N such that η ◦ j = idM and η|M ′ = r′. Because [∆η] = 0 there is a unique

γ ∈ C1(M ′,M ;A) such that ∆η = d1(γ). We define r by

r(m) ::= −γ(m) · η(m) (3.73)

for all m ∈ M . To see that r is a homomorphism take m1,m2 ∈ M such that

m1 +M m2 is defined. We have

r(m1 +m2) = −γ(m1 +m2) · η(m1 +m2) (3.74)

η(m1 +m2) = ∆η (m1,m2) · (η(m1) + η(m2)) (3.75)

∆η (m1,m2) = d1(γ)(m1,m2) = γ(m1)− γ(m1 +m2) + γ(m2) (3.76)
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Hence

r(m1 +m2) = −γ(m1 +m2) · η(m1 +m2) (3.77)

= (−γ(m1 +m2) + ∆η (m1,m2)) · (η(m1) + η(m2)) (3.78)

= (−γ(m1 +m2) + γ(m1)− γ(m1 +m2) + γ(m2)) · (η(m1) + η(m2))
(3.79)

= r(m1) + r(m2) (3.80)

as required.

3.3 Measurement scenarios with bundle structure

We now introduce a class of measurement scenarios and empirical models generalising

the state-dependent and state independent empirical models SO,SO,ψ : (O,M,Zd)
associated with a closed set of Weyl operators O ⊂ Pn,d and a state ψ. We first

give an abstract description of the structure of these models. In Section 3.3.1 we

explain that for models of this type a test for (non) contextuality is to extend a local

homomorphism to a global homomorphism. We give two examples, based on GHZ

and Mermin’s square. In Section 3.3.2 we show that these scenarios can be given a

bundle structure, and that the cohomological obstruction to extending local splittings

can be used to detect contextuality.

Let O ⊂ Pn,d be a closed set of Weyl operators. O contains the identity and is

closed under products of commuting operators. Restricting the group product of Pn,d

to pairs of commuting operators , therefore, gives O the structure of a partial monoid.

The set of operators O is also closed under the Zd-action

Ω : Zd ×O → O := (p,O) 7→ ωpO (3.81)

where ω := e2πi/d. Note that Ω is compatible (Definition 3.1.4) with the partial

monoid product because

ωpOωp
′
O′ = ωp+p

′
OO′ (3.82)

for all p ∈ Zd and commuting O,O′ ∈ O.
Let C ⊂ O be a maximal context of pairwise commuting operators. C is then

a submonoid of O, i.e. all products are defined. Because two operators ωqO and O

that differ by some ωq commute we also have that C is closed under the action Ω.

Write ΩC for the restriction of Ω to C. We now observe that any value assignment

s : C → Zd that is consistent with quantum mechanics preserves the action ΩC .
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Lemma 3.3.1. Let O ⊂ Pn,d be a closed set of Weyl operators and C ⊂ O a maximal

context. A joint outcome assignment s : C → Zd that is consistent with quantum

mechanics is an action homomorphism (Definition 3.1.6) from ΩC to the action θZd

of Zd on itself.

Proof. A measurement of a Weyl operator M with outcome q correspond to the ωq

eigenvalue. Let s : C → Zd be an outcome assignment and suppose that s is consistent

with quantum mechanics. Let M1,M2 ∈ C. There is then some state ψ such that ψ

is an eigenvector of M1,M2,M1M2 with eigenvalues s(M1), s(M2), s(M1M2).

M1|ψ⟩ = ωs(M1)|ψ⟩ (3.83)

M2|ψ⟩ = ωs(M2)|ψ⟩ (3.84)

M1M2|ψ⟩ = ωs(M1M2)|ψ⟩ (3.85)

(3.86)

Using the first two equations we have

M1M2|ψ⟩ = ωs(M1)ωs(M2)|ψ⟩ (3.87)

Comparing this to the third equations we have s(M1M2) = s(M1) + s(M2). That

s(I) = 0 is clear because I only has one eigenvalue 1 which is identified with 0.

Finally, if we multiply a Weyl operator M with a scalar ωq, then the effect is to

permute the eigenvalues, hence s(ωqM) = q + s(M).

From this it follows that both the state-dependent and state independent empirical

models SO,SO,ψ : (O,MO,Zd) are instances of the following definition.

Definition 3.3.1. Let (X,M, G) be a measurement scenario equipped with the fol-

lowing additional structure:

1. The outcomes G is a commutative group.

2. Each maximal context C ∈ M is a commutative monoid with a compatible

action θC : G× C → C, such that for all maximal contexts C,C ′ ∈ M, g ∈ G,
x, x′ ∈ C ∩ C ′:

0C = 0C′ (3.88)

x+C x
′ = x+C′ x

′ (3.89)

θC(g, x) = θC′(g, x) (3.90)

An empirical model S : (X,M, G) is an empirical model (in the usual sense), such

that every local section s ∈ S(C) is an action homomorphism from θC to the action

θG of G on itself.
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3.3.1 Detecting contextuality with homomorphisms

Suppose that S : (X,M, G) is an empirical model and measurement scenario with the

additional structure of Definition 3.3.1. We first observe that the monoid structures

on the contexts C ∈M and the actions θC “glue together” to define a partial monoid

and compatible action on X.

θ(g, x) := θC(g, x) (3.91)

0 := 0C (3.92)

x+ x′ := x+C x
′ (3.93)

for any C ∈ M, x, x′ ∈ C, and g ∈ G. That this is well defined follows from the

compatibility conditions in Definition 3.3.1).

Note that in the case of a closed set of Weyl operators O ⊂ Pn,d the partial monoid

structure on O is the structure given by gluing together the monoid structure on each

maximal context. This is the case because two operators O,O′ ∈ O commute if and

only if they are both contained in a maximal context C ⊂ O. As a partial monoid O
is therefore completely defined by its restriction to the maximal submonoids C ⊂ O.

Because the action θ and partial monoid structure onX are completely determined

by the monoids and actions on the maximal contexts, it follows that s : X → G is an

action homomorphism from θ to θG if and only if s|C is an action homomorphism from

θC to θG for all maximal contexts C ∈ M. We can therefore consider the problem

of extending a local action homomorphism s′ ∈ S(C) defined on a maximal context

C ∈M as a test for contextuality.

This test is sound, but not necessarily complete. There can be action homomor-

phisms s : X → G that are not global sections of S.
We now give two examples, showing that in the case of GHZ and Mermin’s square

the homomorphism condition detects contextuality.

Example 3.3.1 (Mermin’s square). Let X ⊂ P2 be any set of Pauli measurements

that is closed under products of commuting measurements and contains the mea-

surements displayed in Mermin’s square. We consider the state independent model

SX : (X,M,Z2) which in this case satisfies Definition 3.3.1.

Observe that equations (1)-(6) induced by Mermin’s square all can be rearranged

to be on the form

M1 ⊕M2 =M1M2

for M1,M2 ∈ X with M1M2 = M2M1. That the equations are mutually inconsistent

therefore literally says that there is no homomorphism from X to Z2.
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GHZ is an example of state-dependent contextuality. We first show that the

set of operators whose outcome when measuring a given state is deterministic is a

submonoid of the total partial monoid.

Lemma 3.3.2. Let O ⊂ Pn,d be a closed set of n-qudit Weyl operators. Let ψ be a

state and Oψ ⊂ O the subset of operators whose outcome on ψ is deterministic

Oψ := {M ∈ O |M |ψ⟩ = ωq|ψ⟩, for some q ∈ Zd} (3.94)

Oψ is a sub monoid of O.

Proof. That the identity operator I is contained in Oψ is clear. If M,M ′ ∈ O with

outcomes q, q′ then MM ′ has outcome q + q′.

In the case of state-dependent contextuality, we try to extend the unique value

assignment consistent with ψ.

Example 3.3.2 (GHZ). Let X :=
⊗3

i=1±{σx, σy, σz, I}. First note that the state-

dependent model SX,GHZ : (X,M,Z2) is an instance of Definition 3.3.1 because X is

closed under commuting products and contains ±I. Next, consider the set XGHZ of

measurements whose outcome is uniquely determined by |GHZ⟩ and observe that the

equations in the GHZ example 2.2.1 are all of the form

M1 ⊕M2 ⊕M3 = sGHZ(M1M2M3)

where M1,M2,M3 ∈ X are compatible, M1M2M3 ∈ XGHZ, and sGHZ(M1M2M3) is

the unique outcome that is consistent with |GHZ⟩. That the equations are mutually

inconsistent therefore ensures that there is no global action homomorphism g : X →
Z2 whose restriction to XGHZ is sGHZ. It follows that if C ∈ M is any context that

contains XGHZ then there is no s ∈ SX,GHZ(C) that can be extended to a global action

homomorphism. Note that such a context exists because the maximal submonoids of

X are the contexts and by Lemma 4.1 XGHZ is a monoid.

3.3.2 The cohomological obstruction

We now generalise the cohomological obstruction of Okay et al. to any empirical model

with the structure of Definition 3.3.1. Let S : (X,M, G) be an empirical model and

measurement scenario according to Definition 3.3.1. We first show that the scenario

comes with the structure of a bundle over a partial monoid.

At X, and at each maximal context C ∈ M we take the quotient partial monoid

with respect to the actions θ, θC .
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Definition 3.3.2. Let G be a group, M a partial monoid, and θ : G ×M → M an

action of G on M . The quotient partial monoid is the set of orbits M/θ with identity

and product defined by

0M/G := [0M ]θ (3.95)

[m1]θ +M/G [m2] := [m1 +M m2]θ (3.96)

for all m1,m2 such that m1 +M m2 are defined.

Observe that the product operation ofM/θ is well defined because θ : G×M →M

is a homomorphism. For all a1, a2 ∈ A andm1,m2 ∈M such thatm1+Mm2 is defined

we have (a1 ·m1 +M a2 ·m2 = (a1 +A a2) · (m1 +M m2). Therefore

[a1 ·m1] +M/G [a2 ·m2] = [(a1 +A a2) · (m1 +M m2)] (3.97)

as required.

X is then a bundle over the quotient partial monoid X/θ, with action θ and

projection map [ ]θ : X → X/θ, and for each maximal context C ∈ M the monoid

C is a bundle over C/θC with action θC and projection map [ ]θC : C → C/θC . That

each local section s ∈ S(C) is an action homomorphism from θC to θG means that it

is a left splitting of the bundle. The cohomological obstruction for s is the obstruction

to extending the right splitting R(s) to a global right splitting of the bundle X.

Definition 3.3.3. Let S : (X,M, G) be a measurement scenario and empirical model

satisfying Definition 3.3.1. For any maximal context C ∈ M and s ∈ S(C) the

cohomological obstruction is the obstruction µ(R) ∈ H2(X/θ,C/θC ;G) for the right

splitting R to extend to a global splitting.

Because the homomorphism test for contextuality is not necessarily complete the

cohomological obstruction is also not necessarily complete. However, from the exam-

ples in the previous section we have that it detects contextuality in the case of GHZ

and Mermin’s square.

3.4 Comparing two obstructions

We conclude this chapter by comparing the topological obstruction of Okay et al.

3.3.1 to the Čech cohomology obstruction. The Čech cohomology obstruction and

the topological obstruction are different in the type of algebraic structure they are

defined with. The topological approach relies upon a pre-existing structure in the
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measurement scenario and empirical model. The Čech cohomology approach does

not require any pre-existing structure, instead, it uses a free construction to give the

required structure to any empirical model.

At first glance, it might be surprising that any interesting structure is left behind

by this free construction. An explanation for why the Čech cohomology obstruction

detects contextuality is that many examples of contextuality in quantum mechanics

are of the AvN type. For the examples, GHZ and magic square, where we have shown

that the topological approach also detects contextuality. The question is then if there

are instances of contextuality that are detected by the topological approach, but not

the Čech cohomology approach. We now show that this is not the case.

Recall that a false negative of the Čech cohomology approach occurs when a

local section s can be extended to a compatible family of the pre-sheaf FZS. If an

empirical model S satisfies Definition 3.3.1 then each local section in this formal linear

combination is an action homomorphism. Because homomorphisms are closed under

affine combinations we can collapse the formal affine combination to a global splitting

of the bundle.

Theorem 3.4.1. Let S : (X,M, G) be an empirical model of Definition X. Let l ∈
S(C) be a local section. If the Čech cohomology obstruction γ(l) vanishes, then the

topological obstruction µ(l) vanishes:

γ(s0) = 0 =⇒ µ(s0) = 0 (3.98)

Proof. Suppose that s0 ∈ S(C0) is a local section such that the Čech cohomology

obstruction vanishes, γ(s0) = 0. We need to show that s0 extends to a global right

splitting.

Recall that if the measurement cover is connected and γ(s0) = 0 then there is some

compatible family {rC ∈ FZS(C)}C∈M such that rC0 = 1 · s0. Now, any measurement

cover by commutative monoids is connected because the identity element is contained

in all contexts. We can therefore take such a family {rC}C∈M. Observe now that any

such family in fact is a compatible family of formal affine combinations: For any

C ∈M ∑
s∈S(C)

rC(s) · s|C∩C0 = rC |C∩C0 = rC0|C∩C0 = 1 · s0|C∩C0

hence
∑

s∈S(C) rC(s) = 1.
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We now use the unique module action1of Z on A to collapse this compatible family

to a function g : X → A.

g(x) :=
∑

s∈S(C)

rC(s) · s(x), where C ∈M is any context with x ∈ C

Because the set of splittings is closed under affine combinations this function is in

fact a splitting that furthermore extends s0.

Another point is that the topological approach uses the equivalence between right

and left splittings. A question we can ask is what the cohomology classes actually

mean.

1i.e. 0 · a = 0, and for n ≥ 1: n · a := a+ a+ · · ·+ a (n times) and −n · a = −(n · a).
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Chapter 4

From contextuality to shallow
circuits: a general construction of
quantum advantage

In this chapter, we present a generalised version of Bravyi, Gosset, and König’s quan-

tum advantage result with shallow circuits. The quantum circuit {Qn}n∈N and the

computational problem {2D-GHZ(n)}n∈N introduced by BGK are relatively simple to

define. Their main technical contribution is the technique used to prove the classical

bound. We start by explaining how this technique can be recast in the sheaf theoretic

framework.

The quantum circuit Qn defines a mapping from inputs to distributions over out-

puts Q̃n :: x 7→
∑

y Q̃(x, y) · y. We can think of this mapping as an empirical model

for a multipartite scenario. Q̃n is related to the strategy eGHZ for the GHZ game by

a simulation sn.

(sn)∗(Q̃n) = eGHZ (4.1)

The 2D-GHZ problem is the pullback (sn)
∗(GHZ) of the GHZ-game across sn. Be-

cause the strategy eGHZ solves the GHZ-game perfectly it, therefore, follows that Qn

also solves the GHZ game perfectly.

pS(Qn, 2D-GHZ) = pS((sn)∗(Q̃n),GHZ) = 1 (4.2)

We can similarly think of a classical shallow circuit {Cn}n∈N as defining a family

of empirical models {C̃n}n∈N. This is strictly speaking not true because C̃n :: x 7→∑
y C̃n(x, y) · y does not necessarily satisfy the no-signaling assumption.

Recall the resource inequality

pS(e,Φ) ≤ γ + CF(e) (4.3)
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relating the success probability of an empirical model e on a non-local game Φ to the

classical bound γ and the contextual fraction CF(e).

Using this inequality we can bound the success probability of Cn on 2D-GHZ(n)

in terms of the contextual fraction of the pushforward (sn)∗(C̃n).

pS(Cn, 2D-GHZ(n)) = pS((sn)∗(C̃n),GHZ) ≤ 3/4 + CF((sn)∗(C̃n)) (4.4)

The technically most involved part of their result is to establish a bound on

CF((sn)∗(C̃n)). To do this they combine two results. The simulation sn is a probabil-

ity distribution over a deterministic simulation t for each choice of players vA, vB, vC

and paths uAB, uBC, uCA. BGK first gives a combinatorial condition involving the

paths and the circuit C ensuring that the pushforward t∗(C̃n) is non-contextual. They

then prove that when the paths are chosen sufficiently uniformly then the probability

of this condition being satisfied is high.

4.0.1 Structure of chapter

In Section 4.1 we give some elementary background on circuits, and we make the

idea that circuits can implement empirical models and strategies for non-local games

precise. In Section 4.2 we present a protocol based on teleportation that allows a

number of agents to implement measurements on a single-qudit state at arbitrarily

long distances along a line. In Section 4.3 we generalise the construction from Section

4.2 to a protocol that allows us to simulate measurements in a distributed way. In

Section 4.4 we show that the distributed simulation protocol can be used to construct

non-local games that are solved by quantum circuit of small depth and fan-in. In

Section 4.5.2 we restate BGK’s technique for proving their classical bound in the

sheaf theoretic framework, and we use it to derive a bound for the games introduced in

Section 4.4. In Section 4.6 we put everything together and show that the construction

can be used to derive unconditional quantum advantage results with shallow circuits

from any non-local game.

4.1 Circuits

A circuit can formally be defined as a directed acyclic graph whose nodes are either

input wires, output wires, or gates. The graph structure defines the order of evaluation

for the gates. To evaluate a circuit we first fix an input value for each of the input

wires, then evaluate the gates in the order given by the graph, and finally return the

values of the output wires.
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F1

F2 F3

F4

(a)

U

M
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(c)

Figure 4.1: (a) A classical circuit with gates F1, F2, F3, F4. (b) A quantum circuit
with a unitary gate U and a classically controlled measurement gate M . Classical
wires are drawn as double lines and quantum wires as single lines. (c) The lightcone
relationship between inputs and outputs in both circuit (a) and(b).

Both the quantum and classical circuits that we work with have only classical

input and output wires. A quantum circuit additionally uses some number of qu-

dits initially prepared in the computational basis state. In a classical circuit, gates

are probabilistic. In a quantum circuit gates are classically controlled unitaries and

measurement gates.

The depth of a circuit is the length of the longest path from an input to an output.

The fan-in of a gate is its number of inputs, and the maximal fan-in of a circuit is

the maximal fan-in over all of the gates. We say that a family of circuits is shallow if

it has both bounded depth and maximal fan-in.

Definition 4.1.1. A shallow circuit is a family of circuits F = {Fn}n∈N for which

there exists K,D ∈ N such that Fn has depth at most D and maximal fan-in at most

K for all n ∈ N.

The graph structure of a circuit restricts the possible dependencies between input

wires and output wires. These dependencies are captured by the lightcones of the

circuit.

Definition 4.1.2. Let F be a circuit with input wires {ini}i∈I labelled by a set I

and output wires {outj}j∈J labelled by a set J .

• The forward lightcone of i ∈ I, denoted by LC→F (i), is the set of output wires

j ∈ J such that there is a path in F from ini to outj.

• The backward lightcone of j ∈ J , denoted by LC←F (j), is the set of all input

wires i ∈ I such that there is path in F from ini to outj.

In a circuit F of depthD and maximal fan-inK each output wire is reachable from

at most KD input wires, |LC←F (outi)| ≤ KD for all output wires outi. If a shallow
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U(2) =
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(b)

Figure 4.2: Circuit version of the quantum strategy for the Magic Square game. First,
two maximally entangled states are prepared using Hadamard gates and controlled not
gates. The classical inputs x1, x2 ∈ {1, 2, 3} are used to perform a basis change that is
followed by computational basis measurements. We observe that under the controlled
basis changes the computational basis measurements are equivalent to performing the
measurements used in the Magic Square game.

circuit {Fn}n∈N has maximal depth D and fan-in K and Fn has n inputs, then the

fraction of inputs that can reach a given output tends to zero as n increases.

4.1.1 Circuit strategies

BGK observed that the quantum strategy for the GHZ game can be seen as a simple

circuit. Figure 4.2 shows a similar example from [BGKT20] based on the Magic

Square game. In this section, we define circuit strategies for cooperative games with

one or more rounds. We then define the behaviour of a circuit, and we show that

ideas like simulations and the contextual fraction can be applied to these objects.

We first consider the case of a single-round game. Let S be a multipartite scenario.

A circuit strategy is a classical or quantum circuit with a classical input wire and a

classical output wire for each measurement site. In a multipartite scenario, joint

measurements specify at most one measurement setting for each measurement site.

The input to a circuit strategy consists of a measurement setting for each wire, or a

symbol “•” denoting no measurement. The output of the circuit consists of an output

for each measurement site that has been measured, or “•” for the measurement sites

that have not been measured.

Definition 4.1.3. Let S = (I,X, Y ) be a multipartite scenario. A (single-round)

circuit model is a classical or quantum circuit F with an input wire ini and an output

wire outi for each measurement site i ∈ I, such that:

• ini has type Xi ⊔ {•}
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• When F is evaluated and the input to ini is • then the output of outi is also •,
otherwise if the input to ini is x ∈ Xi then the output of outi has type Yi,x.

We additionally allow circuit strategies to sample a random seed. Let F be a

circuit strategy for a multipartite scenario S = (I,X, Y ). Given a joint measurement

C we evaluate F by setting each input wire ini where C specifies a measurement

setting to this value, and otherwise to •. We then read off the values of outi and

return the joint outcome s ∈ ES(C) by setting s(i, x) to the value of output wire i.

This defines a family of probability distributions F̃ = {F̃ (C) ∈ ES(C)} which we call

the behaviour of F .

Definition 4.1.4. Let S be a multipartite scenario and F a circuit strategy. For any

context C of S and local section s ∈ ES(C) the probability F̃ (C)(s) is the probability
that the output of outi is yi when the input to ini is xi for all i ∈ I, where and the

z1

zl
x1

xn

y1

yn
F

xi :=

{
x, if (i, x) ∈ C
•, otherwise

(4.5)

yi :=

{
s(i, x), if (i, x) ∈ C
•, otherwise

(4.6)

Figure 4.3

random seed z is sampled randomly.

Any quantum strategy for a non-local game can be seen as a circuit strategy. Let

S = (I,X, Y ) be a multipartite scenario, e a quantum strategy for a non-local game,

using a multi-qudit state ψ and a single-qudit measurementMi,x for each measurement

(i, x) of S. We define the quantum circuit strategy Qψ,M to be the circuit with a single

unitary gate Uψ that prepares the state ψ, and performs a classically controlled Mi,x

measurement for each qudit and returns the outcomes. By definition the behaviour

of Qψ,M is equivalent to the empirical model e

Q̃ψ,M(U) = eψ,M(U) (4.7)

for each measurement context U of S.

We will now define circuit strategies for games with more than one round. An

n-round circuit strategy is a classical or quantum circuit F with a classical input

wire and a classical output wire for each measurement site and each of the n rounds

(Figure 4.4b). We require that the output wires for round j are not reachable from

the input wires in round j′ > j.
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Figure 4.4: (a) and (b) shows the inputs and outputs from respectively a single
and two-round circuit strategy. Here x1, . . . , xn and y1, . . . , yn are the measurement
settings and outcomes, while z1, . . . , zl is a random seed. Note that F can be either
classical or quantum. (c) We can think of the evaluation of (b) as being performed
by “plugging in” a classical circuit C.

Definition 4.1.5. Let S = (I,X, Y ) be a multipartite scenario and n ≥ 1. An

n-round circuit strategy is a circuit F with input wires {ini,j}i∈I,j=1,...,n and output

wires {outi,j}i∈I,j=1,...,n, such that:

• Input wire ini,j has type Xi.

• When F is evaluated and the input to inij is • then the output of outij is also

•, otherwise if the input to inij is x ∈ Xi then the output of outij has type Yi,x.

• inij is not reachable from outi′j′ when j
′ ≤ j: ini,j /∈ LC→F (outi′,j′).

Interactive circuits can be thought of in two ways. If i < i′ then outi,j is not

reachable from ini′,j′ for any j, j′. It is therefore possible to partially evaluate the

circuit on the inputs in round i without fixing the values for the inputs in round i′.

Alternatively, we can think of the evaluation as being performed by “plugging in” a

classical circuit C (Figure 4.4c).

The behaviour of an n-round circuit strategy F is a family of probability distribu-

tions F̃ = {F̃ (m) ∈ D(ES(m))}m∈MPn(S) over the runs of each measurement protocol.

Definition 4.1.6. Let S be a multipartite scenario, n ≥ 1, and F an n-round circuit

strategy. For each n-round measurement protocolm and run r = (U1, s1), . . . , (Un, sn)
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of m write F̃ (m)(r) for the probability that when {inij} are set to {xij} and F is

evaluated then the return value of output wires {outij} are {yij}, where

xij :=

{
x, if (i, x) ∈ Uj
•, otherwise

(4.8)

yij :=

{
s(i, x), if (i, x) ∈ Uj
•, otherwise

(4.9)

The behaviour of a circuit strategy F is not an empirical model. F̃ does not

generally satisfy the no-signaling principle, and only specifies what happens for a

given number of rounds of measurements. However, the definition of the contextual

fraction, the success probability on a game, and the pushforward can be generalised

directly.

Definition 4.1.7. Let S = (X,M, O) be a measurement scenario and n ≥ 1. An n-

round behaviour is a family of probability distributionsB = {B(m) ∈ D(ES(m)}m∈MPn(S)

1. The success probability of B on an n-round game Φ =
∑

C,AΦC,A · (C,A) is

pS(B,Φ) :=
∑
C,A

ΦC,AB̃(C)(A) (4.10)

where C is an n-round measurement protocol and A is a constraint on the runs

of C.

2. The contextual fraction of B is the least ϵ such that there exists a non-contextual

empirical model e and another behaviour B′ such that for all n-round measure-

ment protocols C

B(C) = ϵ ·B′(C) + (1− ϵ) · eC (4.11)

3. Let T be another measurement scenario, t : S → T a deterministic n-round

simulation, and s : S → T a probabilistic n-round simulation. The pushforward

t∗(B) is the single-round behaviour for T defined by

t∗(B)(U) =
∑

r∈ES(f(U))

B(f(U))(r) · gU(r) (4.12)

for each context C of T . The pushforward s∗(B) is a convex combination of the

pushforward t∗(B) for each t, with weight the probability s(t) of t occuring.
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MB

φ
Alice Bob

p W(−p)

≈

Alice Bob

Figure 4.5: In the teleportation protocol for qudits, Alice and Bob each hold one qudit
of a pair in the maximally entangled state ϕ. Alice first measures her maximally
entangled qudit and another qudit in the Bell basis B giving an outcome p ∈ Z2

d.
If Alice’s qudit is initially in the state ψ then the post-measurement state of Bob’s
qudit is W (p)|ψ⟩. It follows that if Bob performs the correction W (−p) then up to
an unobservable phase his qudit is in the state |ψ⟩. In diagrammatic notation, the
protocol is equivalent to the identity wire from Alice to Bob.

ψ φ

A1

φ

A2 A3 An

φ

Figure 4.6: Any number of agents A1, . . . , An are arranged on a line, such that A1 has
a qudit ψ, and Ai, Ai+1, where i = 1, . . . , n − 1 share a maximally entangled pair of
qudits. We send An a measurement setting. The goal is for the agents to implement
a measurement on ψ, without communicating the measurement setting to any of the
other agents A1, . . . , An−1.

4.2 Performing measurements far away with tele-

portation

Quantum teleportation (Figure 4.5) is a way of transferring a single-qudit state be-

tween two agents that share a maximally entangled state ϕ.

|ϕ⟩ := 1√
d

∑
j

|j⟩|j⟩ (4.13)

The protocol involves a measurement in the Bell basis B

B := {|ϕp⟩ := (I ⊗W (p))|ϕ⟩}p∈Z2
d

(4.14)

performed by one of the agents, classical communication of the measurement outcome

p ∈ Z2
d to the other agent, and finally a Weyl operator correction W (−p).

In this section we extend the usual teleportation protocol to any number of agents

A1, . . . , An arranged on a line. The first agent has a state ψ and each consecutive pair
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φ

p1
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φ

MB

p2 pn−1

x

≈

A1 A2 An−1 An A1 An

x

Mx(p)

Mx

Figure 4.7: Teleportation along a line followed by a measurement, using two rounds
of measurements. Let {Mx}x∈X be a family of quantum measurements. We send
a measurement setting x to An and A1, . . . , An−1 perform Bell basis measurements.
The respective outcomes p1, . . . , pn−1 ∈ Z2

d are sent to An. In the second round An
performs the conjugated measurement Ax(p) := W (p)MxW (p)† of Mx with the Weyl
operator W (p). The effect of the protocol is up to an unobervable phase equivalent
to An performing the measurement Mx on A1’s qudit and returning the outcome.

Ai, Ai+1 have a maximally entangled pair of qudits. We show that An can implement

a measurement on ψ without communicating the measurement setting to any of the

other agents, such that only constantly many rounds of quantum measurements are

performed. We present two versions of the protocol. In Section 4.2.1 we present

a version for an arbitrary quantum measurement that uses two rounds of parallel

measurements. In Section 4.2.2 we restrict to Weyl operator measurements and we

present a protocol using only a single round of parallel measurements.

4.2.1 Teleportation on a line followed by a measurement

Let {Mx}x∈X be a family of single-qudit measurements and ψ a single-qudit state.

Consider the setup in Figure (4.6). Suppose that we select a measurement setting

x ∈ X and send this to An.

A simple way for the agents to implement the measurement Mx is to first teleport

ψ from A1 to An then perform Mx. The naive way of doing this uses n − 1 rounds.

In round i = 1, . . . , n − 1 a Bell basis measurement teleports ψ from Ai to Ai+1 up

to a Weyl operator phase W (pi) which is corrected with the operator W (−pi).
Weyl operators compose up to an unobservable phase:

W (p)W (p′) ≈ W (p+ p′) (4.15)
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−[p,p′]
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Figure 4.8: Teleportation on a line with a simultaneous Weyl operator measurement.
We send a measurement setting p′ ∈ Z2

d to An. A1, . . . , An−1 perform Bell basis mea-
surements with outcomes p1, . . . , pn−1 ∈ Z2

d, and An performs a Weyl measurement
W (p′) with outcome q ∈ Zd. The final outcome is q− [p, p′], where p := p1+ · · ·+pn−1.
The protocol is equivalent to An measuring W (p′) and returning the outcome.

Using the composition law we can reduce the number of rounds from n− 1 to two

(Figure 4.7). In the first round agents 1, . . . , n− 1 perform Bell basis measurements

in parallel. After this the state of An’s qudit is W (p1 + . . . pn−1)|ψ⟩. If An performs

the correction W (−p), where p := p1 + · · ·+ pn−1, then the effect is to teleport ψ to

An, using only a single round of parallel measurements.

Instead of performing the correction W (−p) and then the measurement Mx the

agent An can equivalently perform a single measurement W (p)MxW (p)†.

Overall we have a protocol for implementing Mx using only a single round of

parallel Bell basis measurements, followed by a single measurement performed by An.

4.2.2 Teleportation on a line followed by a Weyl measure-
ment

Recall that two Weyl operators W (p),W (p′), where p, p′ ∈ Z2
d commute according to

W (p)W (p′) = ω[p,p′]W (p′)W (p) (4.16)

where ω = e2πi/d and

[p, p′] := p1p
′
1 + p2p

′
2 (4.17)

We now consider the case of the teleportation protocol on a line when the set of

measurements we want to perform are given by Weyl operators. Suppose that we

send some Weyl measurement setting p ∈ Z2
d to An.
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If A1, . . . , An−1 perform Bell basis measurements with outcomes p′1, . . . , p
′
n−1 then

ψ is teleported to An up to a phase given by the Weyl operator W (p′), where p′ :=

p′1 + · · ·+ p′n−1. We now want to perform the measurement given by W (p). Because

the operators W (p) and W (p′) commute up to a factor ω[p,p] it can be shown that the

adaptive measurement W (p)W (p′)W (p)† can be replaced by a measurement of W (p′)

followed by a classical correction −[p, p′].

Lemma 4.2.1. For any p, p′ ∈ Z2
d the following are equivalent, up to an unobservable

phase: A Weyl operator measurement W (p) followed by a classical correction −[p, p′],
a Weyl operator correction W (−p′) followed by a Weyl operator measurement W (p).

−[p,p′]

≈
W(−p′)p

p

(4.18)

Proof. Let |p, q⟩ be an ωq-eigenvector of the Weyl operator W (p), where p ∈ Z2
d

and q ∈ Zd. Let W (p),W (p′) be Weyl operators, where p, p′ ∈ Z2
d. The claim is

equivalent to saying that W (p′) permutes the eigenvectors of W (p) by sending |p, q⟩
to |p, q + [p, p′]⟩, up to an unobservable phase:

W (p′)|p, q⟩ ≈ |p, q + [p, p′]⟩ (4.19)

where q ∈ Zd. By the commutation law of Weyl operators we have

W (p)(W (p′)|p, q⟩) = ω[p,p′]W (p′)W (p)|p, q⟩ (4.20)

= ω[p,p′]W (p′)ωq|p, q⟩ (4.21)

= ω[p,p′]+q(W (p′)|p, q⟩) (4.22)

HenceW (p′)|p, q⟩ is an eigenvector ofW (p) with eigenvalue q+[p, p′], as required.

From the Lemma, it is clear that the protocol in Figure 4.8 is equivalent to per-

forming a Weyl measurement and returning the outcome.

4.3 Distributing measurements on graphs

In Section 4.2 we showed that measurements on a single-qudit state can be performed

at long distances along a line, using only local entanglement and constantly many

rounds of local measurements.
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(a)
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Figure 4.9: Given a rooted graph G and a multi-qudit state ψ we consider a scenario
with an agent for each node of G and qudit of ψ. The agents corresponding to
the roots have each qudit of ψ, and agents given by adjacent nodes have shared
entanglement. (a) • denotes a qudit, and each line connecting two dots either the
state ψ or a maximally entangled state ϕ. The set of qudits held by each agent is
circled. (b) A path in G for each qudit of ψ defines a sequence of qudits that can be
used to implement measurements on ψ by agents that are far away.

We now extend the scenario from a line to a graph and from a single-qudit state

to multiple qudits. The purpose of this construction is to show that measurements on

a quantum state can be performed in a distributed way, using a simulation with only

a constant number of rounds. In Section 4.3.1 we define a simulation for arbitrary

measurements using two rounds, in Section 4.3.2 we restrict to Weyl measurements

and present a simulation with a single round.

The information specifying the setup is conveniently represented as a rooted graph.

We first define rooted graphs and some of their basic properties.

Definition 4.3.1. A rooted graph G = (V,E, r) is an undirected and connected graph

with a distinguished node r called the root.

1. A path is a non-repetitive list of nodes v1 = r, v2, . . . , vl, starting with the root,

such that {vi, vi+1} ∈ E for all i = 1, . . . , l − 1. Write Paths(G) for the set of

paths in G.

2. The neighbourhood of a node v ∈ v is the set of nodes NG(v) = {w ∈ V |
{v, w} ∈ E} that are adjacent to v.

3. The degree ofG is the size of the largest neighbourhood: deg(G) = maxv∈V |NG(v)|.

4. The radius of G, denoted by rad(G), is the least K ≥ 1 such that every v ∈ V
is reachable by a path of length at most K.

Let ψ be a multi-qudit state with qudits labelled by a set I and G = (V,E, r) a

rooted graph. We consider a scenario with agents labelled by I×V (Figure 4.9). The
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agents share a single instance of the state ψ and a number of maximally entangled

two-qudit states ϕ. Each of the agents (i, r) ∈ I × V has qudit i of ψ. Additionally,

each pair of agents (i, v), (i, w) ∈ I × V such that {v, w} ∈ E, has one qudit each out

of a maximally entangled state. Denote the total state by

|ψ,G⟩ := |ψ⟩ ⊗
⊗

i∈I,{v,w}∈E

|ϕ⟩(i,v,w),(i,w,v) (4.23)

The qudit held by agent (i, v) of the maximally entangled state |ϕ⟩(i,v,w),(i,w,v) is la-

belled by (i, v, w). Agent (i, r) therefore has the following set of qudits

Qudits(i, r) := {i} ∪ {(i, v, w) | w ∈ NG(r)} (4.24)

where NG(r) is the neighbourhood of the root, and when v ̸= r agent (i, v) has qudits

Qudits(i, v) := {(i, v, w) | w ∈ NG(v)} (4.25)

We now consider the following problem. Suppose that we want to perform a

measurement on each qudit of ψ. How can this be done in such a way that 1) we

minimise the probability that any single agent knows the measurement setting, 2) we

minimise the number of agents involved in the protocol. The solution is to use the

teleportation protocols from the previous section. We first randomly select a path for

each qudit i ∈ I. Let r = v1, . . . , vj, . . . , vl = vi be a path in G. We teleport qudit i

to agent (i, vi) using the sequence of qudits (Figure 4.10)

i, (i, v1, v2), . . . , (i, vj, vj−1), (i, vj, vj+1), . . . , (i, vl, vl−1) (4.26)

Here (i, vj, vj+1), (i, vj+1, vj) are maximally entangled, i, (i, v1, v2) ∈ Qudits(i, r), and

(i, vj, vj−1), (i, vj, vj+1) ∈ Qudits(i, vj) for each j = 2, . . . , l − 1. Hence the protocol

uses only local measurements at each agent.

Definition 4.3.2. Given a rooted graph G let upaths ∈ D(Paths(G)) be any distribu-

tion such that for any v ∈ V

upaths(v1, . . . , vl) > 0⇒ l ≤ rad(G) (4.27)

upaths(v1, . . . , vl such that vl = v) = 1/|V | (4.28)

If the paths are chosen independently for each qudit i from the distribution upaths

then the probability that any given player knows the measurement setting is at most

1/|G|, and the number of agents involved in simulating the measurement on i is at

most rad(G).
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Figure 4.10: Simulation protocol. (a) In the first round we perform Bell basis mea-
surements along each path. (b) The first step teleports each qudit up to a Weyl
operator phase. In the second round we measure with the corrected measurement.

4.3.1 Distributing measurements in two rounds

We now suppose that S = (I,X, Y ) is a multipartite scenario, e is a quantum realised

empirical model with quantum realisation (ψ,M) in qudit dimension d, and G =

(V,E, r) is a rooted graph.

We first define a multipartite scenario T (S,G, d). The measurement sites of

T (S,G, d) are I × V , and at each measurement site (i, v) ∈ I × V the measure-

ment settings and outcomes are as follows. When v = r the measurement settings

indicate a measurement setting at measurement site i in the scenario S, or one of

the neighbors of r in the graph G. Otherwise, when v ̸= r, the measurement settings

indicate either one of the measurement settings at measurement site i as well as a

neighbour of v in G and one of the Weyl measurement settings Z2
d, or two distinct

neighbours of v in G. For the measurements involving one of the measurements from

S the outcomes are the outcomes given by S, otherwise the outcomes are Z2
d.

Definition 4.3.3. Let S = (I,X, Y ) be a multipartite scenario, d ≥ 2 a dimen-

sion, and G = (V,E, r) a rooted graph. T (S,G, d) is the multipartite scenario with

measurement sites I × V and the following measurement settings and outcomes:

Measurement site Measurement settings Outcomes
(i, r) x ∈ Xi Yi,x

w ∈ NG(r) Z2
d

(i, v) (x,w, p) ∈ Xi ×NG(v)× Z2
d Yi,x

w,w′ ∈ NG(v). w ̸= w′ Z2
d

(4.29)

for all i ∈ I and v ̸= r.

Next, we define a quantum realised empirical model e′ for the scenario T (S,G, d).

Recall that the quantum realisation (ψ,M) consists of a state ψ with qudits labelled
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by the measurement sites I, and a single-qudit measurement Mi,x on qudit i, for each

measurement (i, x) of the scenario S.

To define the empirical model e′ we interpret the measurement settings of the

scenario T (S,G, d) as quantum measurements on the state |ψ,G⟩ in the following way.

At each measurement site (i, r) ∈ I×V the measurement setting x is the measurement

Mi,x on qudit i, and the measurement setting w is a Bell basis measurement on

qudits i, (i, r, w). Otherwise, when v ̸= r, the measurement setting (x,w, p) is the

conjugated measurementW (p)Mi,xW (p)† on qudit (i, v, w), and (w,w′) is a Bell basis

measurement on qudits (i, v, w), (i, v, w′).

Definition 4.3.4. Let G = (V,E, r) be a rooted graph, S = (I,X, Y ) a multipartite

scenario, ψ an I-qudit state, and π(i, x) a single-qudit measurement with outcomes

Yi,x for each i ∈ I, x ∈ Xi. eG,ψ,π : SG,d is the empirical model realised by the following

measurements on |G,ψ⟩.

Measurement site Measurement setting Quantum measurement
(i, r) x ∈ Xi π(i, x) on qudit i

w ∈ NG(r) Bell basis on qudits i, (i, v, w)
(i, v) (x,w, p) ∈ Xi ×NG(v)× Z2

d W (p)π(i, x)W (p)† on qudit (i, v, w)
w,w′ ∈ NG(v). w ̸= w′ Bell basis on qudits (i, v, w), (i, v, w′)

(4.30)

Using the empirical model e′ we can simulate the empirical model e in the following

way. Suppose that v is a path in G. Given any measurement (i, x) on the scenario

S we subject the empirical model e′ to the following measurements. In the case

that v = r is the path of length one we perform measurement x on measurement

site (i, r). Otherwise, if v = v1, . . . , vl then we perform measurement v2 on (i, r),

and measurement (vj−1, vj+1) on (i, vj) for each j = 2, . . . , l − 1. If the outcomes of

these measurements are p1, . . . , pl−1 then we perform measurement (vl−1, x,
∑l−1

j=1 qj)

on (i, vl). This defines a measurement protocol, which we denote by Cv,i,x.

Cr,i,x := (i, r) 7→ x (4.31)

and C(v1,...,vl,i,x = C1
(v1,...,vl,i,x

, C2
(v1,...,vl,i,x

(s1), where

C1
(v1,...,vl),i,x

:=

{
(i, r) 7→ v2

(i, vj) 7→ (vj−1, vj+1)
(4.32)

C2
(v1,...,vl),i,x

(s1) := (i, vl) 7→ (vl−1, x,
l−1∑
j=1

s1(i, vj)) (4.33)
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After performing these measurements we return the outcome of the measurement

performed at measurement site (i, vl). Write gv,i,x : ES(Cv,i,x)→ Yi,x for the function

from runs of Cv,i,x to outcomes of (i, x).

gr,i,x := s 7→ s(i, r) (4.34)

g(v1,...,vl),i,x = (s1, s2) 7→ s2(i, vl) (4.35)

Definition 4.3.5. Let G = (V,E, r) be a rooted graph, S = (I,X, Y ) a multipartite

scenario, and d ≥ 2. s(S,G, d) : T (S,G, d)→ S is the simulation∑
v∈Paths(G)I

[∏
i∈I

upaths(vi)
]
· tv (4.36)

where for each v = {vi ∈ Paths(G)}i∈I the deterministic simulation tv is defined by

tv := ({Cvi,i,x}i∈I,x∈Xi
, {gvi,i,x}i∈I,x∈Xi

).

When one of the deterministic simulations tv is applied to the empirical model e′

the effect is to perform the two-round teleportation protocol along a choice of path

vi for each measurement site i ∈ I. It is therefore clear that e′ in fact simulates the

empirical model e.

Lemma 4.3.1. Let eψ,M : S be a quantum realised empirical mode, G = (V,E, r) a

rooted graph. s(S,G, d) simulates eψ,M using eG,ψ,M as a resource.

s(S,G, d)∗(eG,ψ,M) = eψ,M (4.37)

4.3.2 Distributing Weyl measurements in a single round

Consider a multipartite scenario (I,Z2
d,Zd), a quantum realised empirical model e

along with a quantum realisation (ψ,W ) where W (i, p) is the Weyl measurement

W (p) on qudit i, and G = (V,E, r) a rooted graph.

We first define a multipartite scenario T (I,G, d) with measurement sites I × V .

At each measurement site (i, r) ∈ I × V the measurement settings are either one of

the Weyl measurement settings Z2
d or a neighbour of r. Otherwise, when v ̸= r, the

measurement settings at (i, v) are either a distinct pair of neighbours of v or a Weyl

measurement setting as well as a neighbour of v. The outcomes are either Z2
d or Zd.
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ψ

p1 p2

Figure 4.11: The state |ψ,G⟩ for a two-qudit state ψ and a depth two binary tree.
“•” denotes a qudit, two qudits connected by a line a maximally entangled state, and
each group of qudits is surrounded by a dotted circle.

Definition 4.3.6. Let I be a set, d ≥ 2, and G = (V,E, r) a rooted graph. T (I,G, d)

is the multipartite scenario with measurement sites I×V and the following measure-

ment settings and outcomes:

Measurement site Measurement settings Outcomes
(i, r) w ∈ NG(r) Z2

d

p ∈ Z2
d Zd

(i, v) w ̸= w′ ∈ NG(v) Z2
d

(w, p) ∈ NG(v)× Z2
d Zd

(4.38)

for all i ∈ I and v ̸= r.

We interpret the measurement settings of the scenario T (I,G, d) as quantum mea-

surements on the state |ψ,G⟩. At each measurement site (i, r) ∈ I × V measurement

setting p is a Weyl measurementW (p) on qudit i, and measurement setting w is a Bell

basis measurement on qudits i, (i, r, w). Otherwise, when v ̸= r, measurement setting

(p, w) is a Weyl measurement on qudit (i, v, w) and (w,w′) a Bell basis measurement

on qudits (i, v, w), (i, v, w′).

Definition 4.3.7. Let I be a set, d ≥ 2, ψ an I-qudit state, and G = (V,E, r) a

rooted graph. The empirical model eG,ψ : SG,I,d is the empirical model realised by the

state |G,ψ⟩ and measurements:

Measurement site Measurement setting Quantum measurement
(i, r) p ∈ Z2

d W (p) on qudit i
w ∈ NG(r) Bell basis on qudits i, (i, r, w)

(i, v) (w, p) ∈ NG × Z2
d W (p) on qudit (i, v, w)

w ̸= w′ ∈ NG(v) Bell basis on qudits (i, v, w), (i, v, w′)

(4.39)

for all i ∈ I and v ̸= r.
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We define a simulation from T (I,G, d) to (I,Z2
d,Z2) in the following way (Figure

4.11). Given a path v in G an a measurement setting (i, p) for the scenario (I,Z2
d,Z2)

perform the measurement p on measurement site (i, r) in the case that v = r, other-

wise if v = v1, . . . , vl perform measurement v2 on (i, r), (vj−1, vj+1) on (i, vj) where

j = 2, . . . , l− 1, and measurement setting (vl−1, p) on (i, vl). If the outcomes of these

measurements are p1, . . . , pl−1, q then we return the outcome q − [p, p1 + . . . pl−1].

Write fv,i,p for the measurement context, and gv,i,p : ET (I,G,d)(fv,i,p) → Zd for the

outcome map:

fr,i,p := (i, r) 7→ p (4.40)

gr,i,p := s 7→ s(i, r) (4.41)

f(v1,...,vl,i,p :=


(i, v1) 7→ v2

(i, vj) 7→ (vj−1, vj+1)

(i, vl) 7→ (vl−1, p)

(4.42)

gv1,...,vl,i,p := s 7→ s(i, vl) + [p,
l−1∑
j=1

s(i, vj)] (4.43)

Definition 4.3.8. Let I be a set, d ≥ 2, and G = (V,E, r) a rooted graph. s(I,G, d) :

T (I,G, d)→ (I,Z2
d,Zd) is the simulation∑

v∈Paths(G)I

[∏
i∈I

upaths(vi)
]
· tv (4.44)

where tv is the deterministic simulation ({f(vi)i,p}i∈I,p∈Z2
d
, {g(vi)i,p}i∈I,p∈Z2

d
).

When the simulation is applied to the empirical model e the effect is to perform the

single-round teleportation protocol on a line. It is therefore clear that the pushforward

of eG,ψ,M is e.

Lemma 4.3.2. Let eψ : (I, {Z2
d}, {Zd}) be a Pauli measurement model and G a rooted

graph. sG : SG,I,d → (I,Z2
d,Zd) simulates eψ using eψ,G as a resource.

(sG)∗(eψ,G) = eψ (4.45)

4.4 Distributing non-local games on graphs

In Section 4.3 we showed that measurements on a multi-qudit state can be simulated

in a distributed way, using a graph as a template. We now use this construction

to define distributed versions of non-local games and show that they are solved by
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quantum circuits of low depth and fan-in. We present two versions of this. In Section

4.4.1 we use the two-round teleportation protocol, and we work with general non-local

games. In Section 4.4.2 we use the single-round protocol and we restrict attention to

non-local games using Weyl measurements.

4.4.1 Two-round distributed non-local games

Let S = (I,X, Y ) be a multipartite scenario, (e,Φ) a non-local game along with a

quantum realisation (ψ,M) of e in qudit dimension d ≥ 2, and G = (V,E, r) a rooted

graph.

In Section 4.3.1 we defined a measurement scenario T (S,G, d), a quantum re-

alised empirical model e′, and a simulation s(S,G, d) : T (S,G, d) → S such that

s(S,G, d)∗(e
′) = e. We now consider the pullback of the cooperative game Φ across

the simulation s(S,G, d). Because e′ simulates e we have that the success probability

of e′ on the pullback problem is equal to the success probability of e. e′ therefore

violates the classical bound for the non-local game (e,Φ).

pS(e
′, s(S,G, d)∗(Φ)) = pS(e,Φ) > γ (4.46)

where γ is the classical bound.

We can implement e′ as a two-round quantum circuit strategy (Figure 4.12). We

first have to prepare |ψ,G⟩. This can be done with a single unitary gate of fan-in |I|
and a number of unitary two-qudit gates. We then have to implement measurements.

The measurements corresponding to each measurement site (i, v) act on Qudits(i, v).

The fan-in of these gates, therefore, depends only on the degree of G.

Lemma 4.4.1. Let S = (I,X, Y ) be a multipartite scenario and (e,Φ) a non-local

game with classical bound γ. Suppose that e has a quantum realisation in qudit di-

mension d ≥ 2. There exists a two-round cooperative game Φ′ with classical bound γ

and quantum circuit strategy Q such that

1. The success probability of Q exceeds γ: pS(Q,Φ
′) > γ.

2. The depth and maximal fan-in of Q depends only on the size of I and the degree

of G.
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x1

xk

|0〉

Uψ,G

|0〉

|0〉

|0〉

|0〉

|0〉

xi

y11

y2i

y2k

x21

x2i

x2k

y21

y2i

y2k

(a)

Uψ,G = Uψ ⊗
⊗

i∈I,{v,w}∈E

U(i,v,w),(i,w,v)

Uψ|0 . . . 0⟩ = |ψ⟩
U(i,v,w),(i,w,v)|00⟩ = |ϕ⟩

(b)

Measurement site Input value Measurement setting
(i, r) w ∈ NG(r) Bell basis on qudits i, (i, r, w)

x ∈ Xi Mi,x on qudit i
• Identity

(i, v) w,w′ ∈ NG(v). w ̸= w′ Bell basis on qudits (i, v, w), (i, v, w′)
(x,w, p) ∈ Xi ×NG(v)× Z2

d W (p)Mi,xW (−p) on qudit (i, v, w)
• Identity

(c)

Figure 4.12: The two-round quantum circuit strategy QG,ψ,M uses a multi-qudit reg-
ister initially set to the computational basis state. The state |ψ,G⟩ is prepared by a
single |I|-qudit gate Uψ and a two-qudit gate U(i,v,w),(i,w,v) for each i ∈ I, {v, w} ∈ E.
The first round of inputs xi,v is used to control a non-destructive measurement gate
Mi,v with measurement settings given by (b), and the second round of inputs x′(i,v)
controls a destructive measurement gate M ′

i,v also with measurement settings from
(b).
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W (p1)

p1
ψ

W (p2)

p2

Player 1 Player 2

q1 q2

(a)

ψ

p1 p2

(b)

Figure 4.13: (a) A generic two-player Weyl measurement game. Alice and Bob share
a two-qudit state ψ. Verifier randomly selects q1, q2 ∈ Z2

2 and an accepting condition
A ⊂ Z2

d according to a probability distribution d(q1, q2, A). Alice and Bob measure
the Weyl measurements W (p1),W (p2) respectively. Their success probability is the
likelihood that (q1, q2) ∈ A. (b) Graph version of the game (a) played on a tree. ran-
domly selects paths (r, v11, . . . , v1k1), (r, v21, . . . , v2k2) according to a path distribution
dpaths and an instance (p1, p2, A) of (a) with probability d(p1, p2, A). Verifier sends
players (1, r), (1, v11), . . . , (1, v1k1) They win if (q′1 + [p1, p

′
1], q

′
2 + [p2, p

′
2]) ∈ A, where

p′i = p′i1 + · · ·+ p′i2.

4.4.2 Single-round distributed Weyl-measurement games

Let (e,Φ) be a non-local game for a multipartite scenario on the form (I,Z2
d,Zd), such

that e has a quantum realisation on an I-qudit state ψ, where the measurement (i, p)

is the Weyl measurement W (p) on qudit i. Let G = (V,E, r) be a rooted graph.

In Section 4.3.2 we defined a quantum realised empirical model e′ and a single-

round simulation s(I,G, d) such that s(I,G, d)∗(e
′) = e. Taking the pullback s(I,G, d)∗(Φ)

we then have

pS(e
′, s(I,G, d)∗(Φ)) > γ (4.47)

where γ is the classical bound of (e,Φ. We can implement e′ as the quantum circuit

in Figure (4.14).

Lemma 4.4.2. Let (e,Φ) be a Weyl measurement game with classical bound γ and G

a rooted graph. Consider the pullback of Φ across the single-round simulation. This

game has a quantum circuit strategy Q such that that

1. The success probability of Q at the pullback of Φ is the success probability of e

at Φ, which exceeds γ: pS(Q, s(I,G, d)
∗(Φ)) > γ.

2. The depth and maximal fan-in of Q is only dependent on the size of I and the

degree of G.
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We can describe the pullback game more directly as follows. Recall Φ is defined

as a convex combination
∑

U,AΦU,A · (U,A) where U is a joint measurement for the

scenario (I,Z2
d,Zd) and A ⊂ E(I,Z2

d,Zd)(U) is an accepting condition.

In the pullback game Verifier randomly selects U,A with probability ΦU,A. For

each joint input (i, pi) ∈ U Verifier then selects a path vi = (vi1, . . . , vili) in G with

probability upaths(vi). If vi is the trivial path then Verifier gives input pi to (i, r),

otherwise if l > 1, Verifier gives input vi2 to (i, r), input (vi(j−1), vi(j+1)) to (i, vj), and

finally input (vi(li−1), pi) to and (i, vli). The total joint input is then

Uv :=


(i, r) 7→ pi, if (i, pi) ∈ U and vi = r

(i, r) 7→ v2, if (i, pi) ∈ U and li > 1

(i, vij 7→ (vi(j−1), vi(j+1)), if (i, pi) ∈ U and j = 2, . . . , li − 1

(i, vili) 7→ (vi(li−1), pi), if (i, pi) ∈ U and li > 2

(4.48)

The players then respond with a joint output s ∈ ESG,I,d
(Uv,p). The output is accepted

if

Av,U(s) :⇐⇒
(
(i, pi) 7→ s(i, vili) + [pi,

li−1∑
j=1

s(i, vij)]
)
(i,pi)∈U

∈ A (4.49)

As a convex combination the pullback is then the game∑
v,U,A

[∏
i∈I

upaths(vi)
]
ΦU,A · (Uv, Av,U) (4.50)

4.5 Separating quantum and classical circuits of

low depth and fan-in

In Section 4.3 we defined two simulations s(S,G, d) and s(I,G, d) with respectively

one and two rounds, that perform measurements on a quantum state in a distributed

way. The simulations where then used in Section 4.4 to define distributed versions of

non-local games, such that the quantum strategies can be recast as circuits of small

depth and fan-in. The purpose of this section is to bound the success probability of

classical circuits on these problems. Recall the resource inequality

pS(e
′,Φ) ≤ γ + CF(e′) (4.51)

relating the success probability of an arbitrary empirical model e′ to the classical

bound γ for a non-local game and its contextual fraction CF(e′). We observe that the
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|0〉

|0〉

|0〉
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yi
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(a)

Uψ,G = Uψ ⊗
⊗

i∈I,{v,w}∈E

U(i,v,w),(i,w,v)

Uψ|0 . . . 0⟩ = |ψ⟩
U(i,v,w),(i,w,v)|00⟩ = |ϕ⟩

(b)

Input wire Value Measurement setting
(i, r) p ∈ Z2

d W (p) on qudit i
w ∈ NG(r) Bell basis on qudits i (i, r, w)

• Identity measurement
(i, v) (w, p) ∈ NG(v)Z2

d W (p) on qudit (i, v, w)
(w,w′) ∈ NG(v)

2. w ̸= w′ Bell basis on qudits (i, v, w) (i, v, w′)
• Identity measurement

(c)

Figure 4.14: (a) Circuit strategy Qψ,G, where ψ is an n-qudit state and G = (V,E, r)
is a rooted graph. to entangle each qudit of ψ with a qudit that is far away in the
circuit and measures this qudit in the Weyl basis. (b) The effect of the Bell basis
measurements is to teleport ψ up to a random phase.
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derivation of this bound does not rely on the no-disturbance condition. In Section 4.1

we explained that circuit strategies give rise to empirical models that don’t satisfy

the no-disturbance condition, we called these objects “behaviours”, and explained

that constructions like simulations and the contextual fraction can be generalised.

Because the bound γ + CF(e′) does not rely on no-disturbance we have a bound

pS(B,Φ) ≤ γ + CF(B) (4.52)

for any behaviour B.

We want to bound the contextual fraction of a classical circuit C on the pullback

s∗(Φ) of a game Φ across some simulation s. To do this we bound the contextual

fraction of the pushforward s∗(C̃) and rely on the inequality 4.52.

Although we use a different terminology this is precisely what Bravyi, Gosset,

and König did. We will work at a general level, first stating the result as a general

property of simulations, and then restrict to the two simulations.

The idea is to consider a general simulation s : S → T . Recall that s is defined

as a probability distribution over deterministic simulations t : S → T . In Section

4.5.1 we consider the case of a deterministic simulation. We derive a combinatorial

condition involving the lightcones of the circuit C that ensures that the pushforward

t∗(C̃) is non-contextual. In Section 4.5.2 we first present a lemma due to BGK, and we

restate this as a bound on the probability that this condition holds, when t is selected

randomly from a simulation s. We finally apply this to the simulations s(G, I, d) and

s(S,G, d).

4.5.1 Lightcones of simulations

The simulations s(S,G, d) and s(I,G, d) are defined as probability distributions over

deterministic simulations tv corresponding to each choice of paths v ∈ Paths(G)I .

Consider these simulations for a fixed choice of paths v. The measurements per-

formed in these simulations are independent of the input for all but a small number

of measurement sites, and the outcome we return only depends on the outcomes of

the measurements on a small number of measurement sites. In the two-round case,

given a measurement (i, x) for the scenario S we first perform a measurement C1
vi,i,x

that is independent of x and in the second round we perform a measurement Cvi,i,x

that is only defined on (i, vili). The final outcome only depends on the outcome at

(i, vili). In the single-round case, we perform a single measurement where only the

setting at (i, vili) depends on x. And the outcome returned depends only on the

subset of measurement sites {(i, vij)}.
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For any deterministic simulation t : S → T we can identify the unique minimal

subset of measurement sites such that the measurement setting in round k depends

on the input, and the outcome uses the measurement outcome. For each round k ≤ n

and j ∈ J we define the input and output dependencies of the simulation as follows.

Definition 4.5.1. Let S = (I,X, Y ), T = (J, Z,W ) be two multipartite scenarios

and t = ({Cj,z}j∈J,z∈Zj
, {gj,z}j∈J,z∈Zj

) : S → T an n-round deterministic simulation,

where Cj,z is the measurement protocol

Ci,z = C1
i,z, . . . , C

k
i,z(s1, . . . , sk−1), . . . , C

n
i,z(s1, . . . , sn−1) (4.53)

and gj,z : ES(Cj,z) → Wj,z. For any measurement site j ∈ J and round k = 1, . . . , n

let Ink(t)(j),Outk(t)(j) ⊂ I as follows

• Ink(t)(j) is the least I ′ ⊂ I such that for each z ∈ Zj and run (s1, . . . , sn) ∈
ES(Cj,z) the joint measurement Ck

j,z(s1, . . . , sk−1) can be written as a union

Ck
j,z(s1, . . . , sk−1) = U(s1, . . . , sk−1) ∪ Uz(s1, . . . , sk−1) (4.54)

where U(s1, . . . , sk−1) is independent of z and Uz(s1, . . . , sk−1) is a joint mea-

surement for the measurement sites I ′.

• Outk(t)(j) ⊂ I is the least I ′ ⊂ I such that for each run (s1, . . . , sn) ∈ ES(Cj,z)
the outcome gj,z(s1, . . . , sn) ∈ Wj,z is independent of the value of sk on mea-

surement sites I \ I ′:

gj,z(s1, . . . , sn) = gj(s1, . . . , sk|I′ , . . . , sn)(x) (4.55)

where gj is some function.

For example, for the two-round simulation t := t(S,G, d, v) we have

In1(t)(i) = ∅ (4.56)

In2(t)(i) = {(i, vili)} (4.57)

Out2(t)(i) = {(i, vili)} (4.58)

and for the single-round simulation t := t(I,G, d, v)

In1(t)(i) = {(i, vili)} (4.59)

Out1(t)(i) = {(i, vij)}lij=1 (4.60)

86



1

2

A

B

C

D

(a) In1(t)

inA

inB

inC

inD

outA

outB

outC

outD
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(d) In1(t); LC
←
C ; Out1(t)

Figure 4.15: Consider a simulation t from a scenario with measurement sites {1, 2}
to a scenario with measurement sites {A,B,C,D} with the input dependencies in (a)
and the output dependencies in (c) and a classical circuit C with lightcones in (b).

If t : S → T is an n-round simulation such that Ink(t)(j) is empty for all k < n

and C is a classical strategy such that t∗(C̃) is contextual. Then there must be some

j ̸= j′ and i ∈ Inn(t)(j), i
′ ∈ Outn(t)(j

′) such that there is path through C from inin

to outi′n. Let the relation Inn(t); LC
←
C ; Outn(t) ⊂ J × J be defined by

∃i, i′ ∈ I : i ∈ Inn(t)(j) ∧ inni ∈ LC←C (outni′) ∧ i′ ∈ Outn(j
′) (4.61)

for all (j, j′) ∈ J × J (Figure 4.15). In other words, if Inn(t); LC
←
C ; Outn(t) ⊂ idJ ,

where idJ ⊂ J × J is the identity relation, then t∗(C̃) is non-contextual.

Lemma 4.5.1. Let S and T = (J, Z,W ) be two multipartite scenarios, t : S → T

an n-round deterministic simulation, and C an n-round classical circuit strategy for

S. If for all k < n and j ∈ J we have Ink(t)(j) = ∅, and Inn(t);LC
←
C ;Outn(t) ⊂ idJ

then t∗(C̃) is non-contextual.

Proof. Let t : S → T be an n-round deterministic simulation and C an n-round

classical circuit strategy. By definition t∗(C̃) is defined for any context U of T by

t∗(C̃)(U) =
∑

(s1,...,sn)∈ES(f(U))

C̃(f(U))(s1, . . . , sn) · gU(s1, . . . , sn) (4.62)

where f(U) ∈ MPn(S) and gU : ES(f(U)) → ET (U). By assumption the first n − 1

measurements are independent of U , so that f(U) is of the form:

f(U) = V1, V2(s1), . . . , Vn−1(s1, . . . , sn−2), Vn(U)(s1, . . . , sn−1) (4.63)

Because C is a classical circuit we can write the probability distribution C̃(F (U))

as a convex combination of hidden variables λ, such that

C̃(f(U)) =
∑
λ

pλ · (λ1, . . . , λn−1, λn(Vn(U)(λ1, . . . , λn−1))) (4.64)
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and the value of λn(U)(λ1, . . . , λn−1) at any measurement site i ∈ I depends only on

the measurement setting of Vn(U) on the subset of measurement sites

←−
i = {i′ ∈ I | ini′ ∈ LC←C (outi)} (4.65)

Plugging the hidden variable expression for C̃(f(U)) into the first equation we get

a hidden variable expression for the pushforward t∗(C̃)(U)

t∗(C̃)(U) =
∑
λ

pλ · gU(λ1, . . . , λn−1, λn(Vn(U)(λ1, . . . , λn−1))) (4.66)

To see that t∗(C̃) it is sufficient to show that the value of

gU(λ1, . . . , λn−1, λn(Vn(U)(λ1, . . . , λn−1))) (4.67)

on a measurement (j, z) is independent of U .

Suppose therefore that (j, z) is any measurement for T and for any U consider the

outcome assigned to (j, z). That is, the value

gU(λ1, . . . , λn−1, λn(Vn(U)(λ1, . . . , λn−1)))(j, z) (4.68)

First we have that the outcome of (j, z) only depends on the value of λn(Vn(U)(λ1, . . . , λn−1)))

on the subset of measurement sites Outn(t)(j) ⊂ I. Furthermore, the value of

λn(Vn(U)(λ1, . . . , λn−1))) on measurement sites Outn(t)(j) depends only on the value

of Vn(U)(λ1, . . . , λn−1)) on

←−−−−−−−
Outn(t)(j) :=

⋃
i∈Outn(t)(j)

←−
i (4.69)

Hence the outcome of (j, z) depends only on the value of Vn(U)(λ1, . . . , λn−1) on

each i′ such that there exists an i such that ini′n ∈ LC←C (outin and i ∈ Outn(t)(j).

Finally, we have that the value of Vn(U)(λ1, . . . , λn−1) on i only depends on the value

of U on j such that i ∈ Inn(t)(j). Therefore, if the condition holds then it is non-

contextual.

4.5.2 Classical bound

Suppose that s : S → T is a probabilistic simulation from a multipartite scenario S

to another multipartite scenario T and C a classical strategy for S. Suppose that we

randomly select a deterministic simulation t : S → T with probability given by s.

Lemma 4.5.1 gives a condition ensuring that the pushforward t∗(C̃) is non-contextual,
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involving the relation Inn(t); LC
←
C ; Outn(t). We now consider the probability that this

condition is satisfied when t is chosen randomly from the simulation s.

The following lemma from BGK shows that C has low depth and fan-in, Inn(t)(j)

is small, and Outn(t)(j) is distributed in a uniform way, then the probability that the

condition holds is high.

Lemma 4.5.2. (BGK) Let C be a circuit with inputs {ini}i∈I and outputs {outi}i∈I
of depth D and fan-in at most K. Suppose that we randomly select a family of sets

{Iin(j), Iout(j) ⊂ I}j∈J and consider the relation Iin;LC
←
C ; Iout ⊂ J × J given by

∃i, i′ ∈ I. i ∈ Iin(j) ∧ ini ∈ LC←C (outi′) ∧ i′ ∈ Iout(j′) (4.70)

for all (j, j′) ∈ J × J . Suppose that the following conditions hold:

1. The size of Iout(j) is at most A, for all j ∈ J .

2. For all j ∈ J and i ∈ I. If we randomly select {Iin(j), Iout(j)}j∈J from the

marginal distribution fixing Iout(j), then for each j′ ∈ J , such that j ̸= j′, the

probability that i ∈ Iin(j) is at most ϵ:

Prob(i ∈ Iin(j) | Iout(j′)) ≤ ϵ (4.71)

The probability that the condition Iin;LC
←
C ; Iout ⊂ idJ fails is at most KD|J |2Aϵ.

Proof. For some j ̸= j′ ∈ J suppose that Iout(j
′) is fixed and that Iin(j) is chosen

randomly.

Prob(LCC(Iin(j), Iout(j
′))) ≤

∑
i∈Iout(j′)

Prob(LCC(Iin(j), i) (4.72)

≤
∑

i∈LC←C (Iout(j′))

Prob(i ∈ Iin(j)) (4.73)

≤
∑

i∈LC←C (Iout(j′))

ϵ (4.74)

≤ KDAϵ (4.75)

If {Iin(j), Iout(j) ⊂ I}j∈J is chosen randomly we therefore have by the union bound

that

Prob(∃j ̸= j′ ∈ J. LCC(Iin(j), Iout(j
′))) ≤

∑
j ̸=j′∈J

Prob(LCC(Iin(j), Iout(j
′))) (4.76)

≤ |J |(|J | − 1)

2
KDAϵ (4.77)

≤ |J |2KDAϵ (4.78)
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We next restate this as a bound on the contextual fraction.

Lemma 4.5.3. Let S and T be two multipartite scenarios, s : S → T an n-round

simulation, and C a classical n-round circuit strategy of depth D and maximal fan-in

K. Suppose that the following conditions hold when a deterministic simulation t is

chosen randomly with probability s(t):

• For each k < n and j ∈ J we have Ink(t)(j) = ∅.

• For each j ∈ J we have |Inn(t)(j)| ≤ A.

• For all j, j′ ∈ J and i ∈ I such that j ̸= j′:

s(i ∈ Inn(t)(j) | Outn(t)(j′)) ≤ ϵ (4.79)

The contextual fraction of the pushforward s∗(C̃) is at most |J |2KDAϵ

CF(s∗(C̃)) ≤ |J |2KDAϵ (4.80)

Proof. The pushforward s∗(C̃) is defined for each context U of T as the convex com-

bination

s∗(C̃)(U) =
∑
t

s(t) · t∗(C̃)(U) (4.81)

The non-contextual fraction of s∗(C̃) (Definition 2.6.1) is the greatest weight assigned

to the non-contextual part of any convex decomposition of s∗(C̃) into a non-contextual

model and another empirical model. The non-contextual fraction of s∗(C̃) is therefore

bounded from below by the probability that t∗(C̃) is non-contextual when t is chosen

randomly according to s.

s(t∗(C̃) is non-contextual) ≤ NCF(s∗(C̃)) (4.82)

Or equivalently

CF(s∗(C̃)) ≤ s(t∗(C̃) is contextual) (4.83)

By Lemma 4.5.1 if t∗(C̃) is contextual then Inn(t); LC
←
C ; Outn(t) ̸⊂ idI .

s(t∗(e) is contextual) ≤ s(Inn(t); LC
←
C ; Outn(t) ̸⊂ idI) (4.84)

By Lemma 4.5.2 the probability of Inn(t); LC
←
C ; Outn(t) ̸⊂ idJ is at most |J |2KDAϵ,

as required.
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We now consider the two simulations s(S,G, d), s(I,G, d) from Section 4.3.

Lemma 4.5.4. Let G be a rooted graph, d ≥ 2 a dimension, I a finite set, and

S = (I,X, Y ) a multipartite scenario.

1. Let C a two-round classical circuit strategy for the scenario T (S,G, d) of depth

D and maximal fan-in K.

CF(s(S,G, d)∗(C̃)) ≤ |I|2KD|G|−1 (4.85)

2. Let C be a single-round classical circuit strategy for the scenario T (I,G, d) of

depth D and maximal fan-in K.

CF(s(I,G, d)∗(C̃)) ≤ |I|2KD|G|−1rad(G) (4.86)

Proof. In each case the simulation is defined as a convex combination∑
v∈Paths(G)I

[∏
i∈I

upaths(vi)
]
· tv (4.87)

where tv is a simulation with either

In1(t)(i) = ∅ (4.88)

In2(t)(i) = {(i, vili)} (4.89)

Out2(t)(i) = {(i, vili)} (4.90)

in the two-round case, or

In1(t)(i) = {(i, vili)} (4.91)

Out1(t)(i) = {(i, vij)}lij=1 (4.92)

in the single-round case.

In either case condition 1. of Lemma 4.5.3 is satisfied. For the second condition

we have A = 1 in the first case and A ≤ rad(G) in the second case.

Note that choice of paths are independent for different i, i′ ∈ I. For the third

condition we therefore have bound ϵ = 1/|G|.
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4.5.3 Randomised restrictions

A common technique in complexity theory is to look at randomised restrictions of

circuits. In this section we explain why this is not sufficient to prove a separation

between shallow quantum and classical circuits.

Definition 4.5.2. Let S = (I,X, Y ) be a multipartite scenario and B a single-round

behaviour. A restriction is a pair (U, I ′) where I ′ ⊂ I is a subset of measurement sites

and U is a joint measurement for the remaining measurement sites I\I ′. Write S|I′ for
the multipartite scenario (I ′, (Xi)i∈I , (Yi,x)i∈I′,x∈Xi

) and e|U,I′ : S|I′ for the behaviour

given by fixing the measurement setting at measurement sites I \ I ′ according to x.

Let C be a classical circuit strategy of depth D and maximal fan-in K. We

consider the probability that C̃|U,I′ is contextual when (U, I ′) is selected randomly.

Classically we require communication to produce contextuality: If C̃ is contextual

then there must be some some i ̸= i′ ∈ I such that input wire i communicates to

output wire i′ through C, i.e. ini ∈ LC←C (outi′). Hence if the restriction C̃|U,I′ is
contextual then there are i ̸= i′ ∈ I ′ such that ini ∈ LC←C (outi′). Because I

′ is small

and uniformly distributed it can be shown that the probability that this occurs is

at most ϵKD for some small ϵ. C̃|U,I′ is therefore non-contextual with probability at

most ϵKD.

Prob(e|U,I′ is contextual) ≤ Prob(∃i ̸= i′ ∈ I ′. i ∈ LC←C (i′)) (4.93)

≤ ϵKD (4.94)

Suppose next that Q is a quantum circuit model of depth D and maximal fan-in

K. Quantum mechanically we require shared entanglement to produce contextuality.

Because we are interested in unconditional separations we do not allow quantum

circuits to start with an entangled state. If Q̃ is contextual we therefore have some

i ̸= i′ ∈ I such that LC←Q (outi)∩LC←Q (outi′) ̸= ∅. It can be shown that the probability

of this occurring is at most ϵ(KD)2, where ϵ is the same small parameter. We,

therefore, have that the probability of the restriction Q̃|U,I′ is contextual is bounded
by ϵ(KD)2.

Prob(Q̃|U,I′ is contextual) ≤ Prob(∃i ̸= i′ ∈ I ′. LC←Q (i) ∩ LC←Q (i′) ̸= ∅) (4.95)

≤ ϵ(KD)2 (4.96)

Hence by looking at the restrictions we can only detect a constant difference

between shallow quantum and classical circuits.

92



(a)

(b)

Figure 4.16: Examples of rooted graphs. The circle denotes the root node. (a) A
3-dimensional hypergrid. (b) A binary tree.

4.6 Quantum advantage with shallow circuits

A shallow circuit is a family of circuits, not a single circuit. We now move from single

circuits to families of circuits by considering families of rooted graphs {Gn}n∈N. We

first present the two results. We then explain the proof of both results, and in section

4.6.1 we give some examples of families of graphs and shallow circuits.

Suppose first that (e,Φ) is a non-local game with classical bound γ. In Section

4.3.1 we define a quantum circuit Qn that depends only on the number of qudits of ψ

and the degree of Gn. If {Gn}n∈N has bounded degree then {Qn}n∈N is shallow. We

also define a game Φn such that the success probability of Qn exceeds γ. In Section

4.5.2 we showed that for any classical circuit the success probability is bounded. We,

therefore, have the following result.

Theorem 4.6.1. Let (eψ,π,Φ, γ) be a qudit non-local game and {Gn}n∈N a family

of rooted graphs of bounded degree and unbounded size. There exists two-round in-

teractive games {ΦGn}n∈N and a shallow quantum circuit strategy {UGn,ψ,π}n∈N such

that

1. The success probability of QGn,ψ,π on ΦGn violates γ:

pS(QGn,ψ,π,ΦGn) > γ (4.97)

2. Let {Cn}n∈N be any shallow circuit strategy. The success probability of Cn on

ΦGn tends to γ as n increases.

pS(Cn,ΦGn) ≤ γ + ϵn

where γ < 1 is the classical bound of Φ and ϵn ∈ O(|Gn|−1).
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Before giving the proof we state the analogous result for Weyl measurement games.

Suppose that the quantum strategy e is realised by Weyl measurements on a single-

qudit state. We can then instead consider the quantum circuit Qn and non-local game

Φn defined in Section 4.3.1. This gives the following result.

Theorem 4.6.2. Let (Φ, ψ, γ) be a Weyl measurement game, and {Gn}n∈N a family

of rooted graphs such that deg(Gn) ∈ O(1) and limn→∞rad(Gn)/|Gn| = 0. There exists

non-local games {ΦGn}n∈N and quantum circuit strategies {Uψ,Gn}n∈N such that

1. {Uψ,Gn}n∈N is shallow, and the success probability of Uψ,Gn on ΦGn exceeds γ:

pS(Uψ,Gn ,ΦGn) > γ (4.98)

2. If {Cn}n∈N is any shallow classical circuit strategy then the violation of γ by Cn

tends to 0 for large n:

pS(Cn,ΦGn) ≤ γ + ϵn

where ϵn ∈ O(rad(Gn)/|Gn|).

The proofs take the same form.

Proof. (Theorem I and II)

The proof of both statements follow the same pattern. We take a non-local game

(e,Φ) with a particular quantum realisation and a family of graphs {Gn}n∈N. Write

{en}n for the associated family of quantum realised empirical models, {sn}n for the

family of simulations. Because en simulates e its success probability on the pullback

problem (sn)
∗(Φ) is equal to the success probability of e, which violates the classical

bound of the non-local game.

Under the assumptions on the graphs {Gn}n the model these empirical models

can be recast as a shallow quantum circuit {Qn}n.
For the classical bound, we can use Section 4.5.2 to derive a bound on the form

CF((sn)∗(C̃n)) ≤ ϵn (4.99)

for any classical shallow circuit {Cn}n∈N. The violation of (sn)∗(C̃n) of the classical

bound γ for the non-local game (e,Φ) is therefore at most ϵn. It follows that the

violation of Cn of γ on the pullback problem is also bounded by ϵn.

We also comment that the circuits we use are equivalent up to a constant factor in-

depth and fan-in to circuits using only input/output wires with bits and only quantum

wires that are qubits. An important point is that the number of measurement settings

at each measurement site does not blow up.
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4.6.1 Examples

We will now present some concrete examples of circuits arising from the construction

we have presented. We first define two classes of rooted graphs (Figure 4.16).

Definition 4.6.1. The hypergrid graph [n]k, where n, k ∈ N, has nodes {(a1, . . . , ak) |
1 ≤ a1, . . . , ak ≤ n}, root (1, . . . , 1), and an edge {(a1, . . . , ak), (b1, . . . , bk)} whenever
|aj − bj| = 1 for some j and aj′ = bj′ for all j

′ ̸= j.

Note that [n]1 is a line, [n]2 is a square grid, [n]3 is a 3D grid, etc.

Definition 4.6.2. Let n, k ∈ N. The k-ary tree Tk,n of depth n is the rooted

graph with nodes {(i, j) | i ∈ {1, . . . , n}, j ∈ {1, . . . , ki−1}}, root (1, 1), and edges

{(i, j), (i′, j′)} whenever i′ = i+ 1 and k(j − 1) < j′ ≤ kj.

Let n, k ∈ N. The hypergrid [n]k has degree 2k and the tree Tn,k has degree

k. For a fixed k ∈ N the families {[n]k}n∈N or {Tn,k}n∈N therefore have bounded

degree. If we use either family to define a family of quantum circuits {Qn}n∈N then

the resulting circuit is shallow. Furthermore, [n]k has radius nk and size nk. while

Tn,k has radius k and size kn+1−1. In Theorem I the parameters ϵn therefore converge

at a rate of O(1/nk) or O(1/kn) respectively. And in Theorem II the rate of converge

is O(1/nk−1) or O(1/kn−1) respectively.

For the hypergrid graphs the quantum circuits have polynomial size O(nk), while

for tree graphs it has exponential size O(kn).

The game ΦG and the quantum circuit strategy Q̃ψ,G is a distributed circuit version

of any non-local game. We showed that this game is solved with high probability by

Qψ,G whose depth and maximal fan-in only depend on the size of I and the maximal

degree of G. However, for any classical circuit strategy the success probability is

bounded by a bound involving the size of G and the radius of G.

The quantum circuits arising from the Magic Square game and 2D graphs and

binary trees are shown in the following figures (Figures 4.17 - 4.20).
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Figure 4.17: Circuit version of Magic Square game played on a 2D grid.
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Figure 4.18: Circuit version of the Magic Square game played on binary trees.
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Figure 4.19: Magic square game played on a grid in two rounds.
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Figure 4.20: Magic square game played on a tree in two rounds.

98



Chapter 5

Final Remarks

The motivation behind this thesis is the idea that contextuality can be a useful

phenomena for understanding quantum advantage in computing. The results that we

have presented touches on two different aspects of this idea. We need more refined

ways of identifying types of contextuality, and we need concrete examples relating

these types of contextuality to quantum advantage.

Cohomology is in many settings a powerful technique for identifying useful struc-

ture in data. For example, the simplicial cohomology of a topological space is related

to its number of “holes”. In the sheaf theoretic framework it is natural to consider

Čech cohomology as an invariant of contextuality. Čech cohomology can detect con-

textuality in a range of examples, indicating that it could be a useful way of identifying

types of contextuality. Another promising technique for studying contextuality is the

topological approach of Okay et al. We have shown that any false negative of the

Čech approach induces a false negative of the topological approach. As far as detect-

ing contextuality the topological approach therefore cannot go further than the Čech

cohomology approach.

Bravyi, Gosset, and König’s quantum advantage result with shallow circuits cur-

rently is the strongest example of quantum advantage using contextuality. We have

highlighted the role of simulations in their result as a way of bounding the success

probability of classical circuits. We have extended their result by giving a systematic

way of promoting any quantum realised multipartite empirical model to a quantum

advantage result with shallow circuits. The construction is parametrised by a family

of graphs that are used as templates to spread entanglement using teleportation. By

considering different families of graphs we can achieve a different tradeoff in size vs

strength of separation.

There are measurements making any (pure) entangled n-qudit state contextual

[Har93, ACY16]. One can therefore use any (pure) entangled state.
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5.1 Further work

An unconditional quantum advantage result for a general computational model ap-

pears to be far away. However, BGK’s result has spawned a new interest in trying

to prove unconditional results for models of computation with structural restrictions.

Perhaps by studying such models we can identify the common structures that are

important. A potential candidate for such a model is the cell probe model.

Contextuality has shown itself to be useful for proving unconditional bounds on

memory complexity. Karanjai et al. [KWB18] proves that the memory complexity

of the Gottesmann Knill algorithm [AG04] is asymptotically optimal. The proof

appears to exploit a particular type of contextuality. It might be interesting to see

if this structure can be given a concise description using methods like cohomology or

simulations and if it can similarly be generalised to give a general connection between

contextuality and quantum advantage.
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