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Abstract
General factors are a generalization of matchings. Given a graph G with a set π(v) of feasible
degrees, called a degree constraint, for each vertex v of G, the general factor problem is to find a
(spanning) subgraph F of G such that degF (v) ∈ π(v) for every v of G. When all degree constraints
are symmetric ∆-matroids, the problem is solvable in polynomial time. The weighted general factor
problem is to find a general factor of the maximum total weight in an edge-weighted graph. Strongly
polynomial-time algorithms are only known for weighted general factor problems that are reducible
to the weighted matching problem by gadget constructions.

In this paper, we present a strongly polynomial-time algorithm for a type of weighted general
factor problems with real-valued edge weights that is provably not reducible to the weighted matching
problem by gadget constructions. As an application, we obtain a strongly polynomial-time algorithm
for the terminal backup problem by reducing it to the weighted general factor problem.
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1 Introduction

A matching in an undirected graph is a subset of the edges that have no vertices in common,
and it is perfect if its edges cover all vertices of the graph. Graph matching is one of the
most studied problems both in graph theory and combinatorial optimization, with beautiful
structural results and efficient algorithms described, e.g., in the monograph of Lovász and
Plummer [38] and in relevant chapters of standard textbooks [43, 34]. In particular, the
weighted (perfect) matching problem is to find a (perfect) matching of the maximum total
weight for a given graph of which each edge is assigned a weight. This problem can be solved
in polynomial time by the celebrated Edmonds’ blossom algorithm [14, 15]. Since then, a
number of more efficient algorithms have been developed [20, 35, 31, 8, 22, 27, 24, 23, 26, 29].
Table III of [10] gives a detailed review of these algorithms.

The f -factor problem is a generalization of the perfect matching problem in which one is
given a non-negative integer f(v) for each vertex v ∈ V of G = (V, E). The task is to find a
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57:2 Weighted general factors with three feasible degrees

(spanning) subgraph F = (VF , EF ) of G such that degF (v) = f(v) for every v ∈ V .1 The
case f(v) = 1 for every v ∈ V is the perfect matching problem. This problem, as well as the
weighted version, can be solved efficiently by a gadget reduction to the perfect matching
problem [16]. In addition, Tutte gave a characterization of graphs having an f -factor [47],
which generalizes his characterization theorem for perfect matchings [46]. Subsequently, the
study of graph factors has attracted much attention with many variants of graph factors, e.g.,
b-matchings, [a, b]-factors, (g, f)-factors, parity (g, f)-factors, and anti-factors introduced,
and various types of characterization theorems proved for the existence of such factors. We
refer the reader to the book [1] and the survey [40] for a comprehensive treatment of the
developments on the topic of graph factors.

In the early 1970s, Lovász introduced a generalization of the above factor problems [36, 37],
for which we will need a few definitions. For any nonnegative integer n, let [n] denote
{0, 1, . . . , n}. A degree constraint D of arity n is a subset of [n].2 We say that a degree
constraint D has a gap of length k if there exists p ∈ D such that p + 1, . . . , p + k /∈ D

and p + k + 1 ∈ D. An instance of the general factor problem (GFP) [36, 37] is given by a
graph G = (V, E) and a mapping π that maps every vertex v ∈ V to a degree constraint
π(v) ⊆ [degG(v)] of arity degG(v). The task is to find a subgraph, if one exists, F of G

such that degF (v) ∈ π(v) for every v ∈ V . The case π(v) = {0, 1} for every v ∈ V is the
matching problem, and the case π(v) = {1} for every v ∈ V is the perfect matching problem.
Cornuéjols showed that the GFP is solvable in polynomial time if each degree constraint has
gaps of length at most 1 [7]. When a degree constraint having a gap of length at least 2
occurs, the GFP is NP-complete [37, 7] except for the case when all constraints are either
0-valid or 1-valid. A degree constraint D of arity k is 0-valid if 0 ∈ D, and 1-valid if k ∈ D.
When all constraints are 0-valid, the empty graph is a factor. When all constraints are
1-valid, the underlying graph is a factor of itself. In both cases, the GFP is trivially tractable.

In this paper, we consider the weighted general factor problem (WGFP) where each edge
is assigned a real-valued weight and the task is to find a general factor of the maximum total
weight. We suppose that each degree constraint has gaps of length at most 1 for which the
unweighted GFP is known to be polynomial-time solvable. Some cases of the WGFP are
reducible to the weighted matching or perfect matching problem by gadget constructions,
and hence are polynomial-time solvable. In these cases, the degree constraints are called
matching-realizable (see Definition 18). For instance, the degree constraint D = [b] where
b > 0, for b-matchings is matching realizable [48]. The weighted b-matching problem is
interesting in its own right in combinatorial optimization and has been well studied with
many elaborate algorithms developed [41, 39, 21, 3, 25]. Besides b-matchings, Cornuéjols
showed that the parity interval constraint D = {g, g + 2, . . . , f} where f ≥ g ≥ 0 and
f ≡ g mod 2, is matching realizable [7], and Szabó showed that the interval constraint
D = {g, g + 1, . . . , f} where f ≥ g ≥ 0, for (g, f)-factors is matching realizable [45]. Thus,
the WGFP where each degree constraint is an interval or a parity interval is reducible to
the weighted matching problem (with some vertices required to have degree exactly 1) and
hence solvable in polynomial-time by Edmonds’ algorithm, although Szabó gave a different
algorithm for this problem [45]. By reducing the WGFP with interval and parity interval
constraints to the weighted (g, f)-factor problem, a faster algorithm was obtained in [11]

1 In graph theory, a graph factor is usually a spanning subgraph. Here, without causing ambiguity, we
allow F to be an arbitrary subgraph including the empty graph and we adapt the convention that
degF (v) = 0 if v ∈ V \ VF .

2 We always associate a degree constraint with an arity. Two degree constraints are different if they have
different arities although they may be the same set of integers.
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based on Gabow’s algorithm [21].
In [45], Szabó further conjectured that the WGFP is solvable in polynomial time without

requiring each degree constraint should be an interval or a parity interval, as long as each
degree constraint has gaps of length at most 1. To prove the conjecture, a natural question
is then the following: Are there other WGFPs that are polynomial-time solvable by a gadget
reduction to weighted matchings? In other words, are there other degree constraints that are
matching realizable? In this paper, we show that the answer is no.

▶ Theorem 1. A degree constraint with gaps of length at most 1 is matching realizable if
and only if it is an interval or a parity interval.

Previous results beyond matchings realizable degree constraints With the answer
to the above question being negative, new algorithms need to be devised for the WGFP with
degree constraints that are not intervals or parity intervals. Unlike the weighted matching
problem and the weighted b-matching problem for which various types of algorithms have been
developed, only a few algorithms have been presented for the more general and challenging
WGFP: For the cardinality version of WGFP, i.e., the WGFP where each edge is assigned
weight 1, Dudycz and Paluch introduced a polynomial-time algorithm for this problem with
degree constrains having gaps of length at most 1, which leads to a pseudo-polynomial-time
algorithm for the WGFP with non-negative integral edge weights [11].

The algorithm in [11] is based on a structural result showing that if a factor is not optimal,
then a factor of larger weight can be found by a local search, which can be done in polynomial
time. However, it is not clear how much larger the weight of the new factor is. In order to
get an optimal factor, the algorithm needs to repeat local searches iteratively until no better
factors can be found, and the number of local searches is bounded by the total edge weight,
which makes the algorithm pseudo-polynomial-time. Later, in an updated version [12], by
carefully assigning edge weights, the algorithm was improved to be weakly polynomial-time
with a running time O(log Wmn6), where W is the largest edge weight, m is the number of
edges and n is the number of vertices. Later, Kobayash extended the algorithm to a more
general setting called jump system intersections [33].
Our main contribution Independently of [12], in this paper, we make a step towards
a strongly polynomial-time algorithm for the WGPF. Let p ≥ 0 be an arbitrary integer.
Consider the following two types of degree constraints {p, p + 1, p + 3} and {p, p + 2, p + 3} (of
arbitrary arity). We will call them type-1 and type-2 respectively. These are the “smallest”
degree constraints that are not matching realizable.

▶ Theorem 2. There is a strongly polynomial-time algorithm for the WGFP with real-valued
edge weights where each degree constraint is an interval, a parity interval, a type-1, or a
type-2 (of arbitrary arities). The algorithm runs in time O(n6) for a graph with n vertices.

The requirement of degree constraints in our result may look overly specific. However,
the scope of our algorithm is not narrow. First, our result implies a complexity dichotomy for
the WGFP on all subcubic graphs (see the following Theorem 3), which for many is a large
and interesting class of graphs. More importantly, there are interesting problems arising from
applied areas that are encompassed by the WGPF with constraints considered in this paper.

For instance, the terminal backup problem from network design is the following problem.
Given a graph consisting of terminal nodes, non-terminal nodes, and edges with non-negative
costs. The goal is to find a subgraph with the minimum total cost such that each terminal node
is connected to at least one other terminal node (for the purpose of backup in applications).
It is known that an optimal solution of the terminal backup problem consists of edge-disjoint
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paths containing 2 terminals and stars containing 3 terminals [49]. In other words, in an
optimal subgraph of the terminal backup problem, each terminal node has degree 1 and each
non-terminal node has degree 0, 2 or 3. Thus, the terminal backup problem can be expressed
as a WGFP with degree constraints {1} and {0, 2, 3} (both of arbitrary arities). A weakly
polynomial-time algorithm was given for the terminal backup problem in [2]. Our result
gives a strongly polynomial-time algorithm for this problem.

In addition, our algorithm gives a tractability result for the WGFP with degree constraints
that are provably not matching realizable, thus going beyond existing algorithms. The
algorithm is a recursive algorithm, reducing the problem to a smaller sub-problem of itself
by fixing the parity of degree constraints on vertices. Its correctness is based on a delicate
structural result, which is stronger than that of [12].3 Equipped with this result, our algorithm
can directly find an optimal factor (not just a better one) of an instance of a larger size
by performing only one local search from an optimal factor of a smaller instance. Here,
the important part is not how to find a better factor by local search (the main result of
[12]) but rather how to ensure that the better factor obtained by only one local search is
actually optimal under certain assumptions. This is the key to making our algorithm strongly
polynomial. In addition, as a by-product, we give a simple proof of the result of [12] for the
special case of WGFP with interval, parity interval, type-1 and type-2 degree constraints by
reducing the problem to WGFP on subcubic graphs and utilizing the equivalence between
2-vertex connectivity and 2-edge connectivity of subcubic graphs.
Relation with (edge) constraint satisfaction problems The graph factor problem is
encompassed by a special case of the Boolean constraint satisfaction problem (CSP), called
edge-CSP, in which every variable appears in exactly two constraints [30, 17]. When every
constraint is symmetric (i.e, the value of the constraint only depends on the Hamming weight
of its input), the Boolean edge-CSP is a graph factor problem.

For general Boolean edge-CSPs, Feder showed that the problem is NP-complete if a
constraint that is not a ∆-matroid occurs, except for those that are tractable by Schaefer’s
dichotomy theorem for Boolean CSPs [42]. In a subsequent line of work [9, 28, 18, 13],
tractability of Boolean edge-CSPs has been established for special classes of ∆-matroids,
most recently for even ∆-matroids [32]. A complete complexity classification of Boolean edge-
CSPs is still open with the conjecture that all ∆-matroids are tractable. A degree constraint
(i.e., a symmetric constraint) is a ∆-matroid if and only if it has gaps of length at most 1.
Thus, the above conjecture holds for symmetric Boolean edge-CSPs by Cornuéjols’ result on
the general factor problem [7]. A complexity classification for weighted Boolean edge-CSPs
is certainly a more challenging goal: The complexity of weighted Boolean edge-CSPs with
even ∆-matroids as constraints is still open. Our result in Theorem 2 gives a tractability
result for weighted Boolean edge-CSPs with certain symmetric ∆-matroids as constraints.
Combining our main result with known results on Boolean valued CSPs [6], we obtain a
complexity dichotomy for weighted Boolean edge-CSPs with symmetric constraints of arity
no more than 3, i.e., the WGFP on subcubic graphs.

Let D be a degree constraint of arity at most 3. If D ̸= {0, 3}, then D is an interval, a
parity interval, a type-1, or a type-2. Thus, if the constraint {0, 3} (of arity 3) does not occur,
then the WGFP is strongly polynomial-time solvable by our main theorem. Otherwise, the
constraint {0, 3} occurs. In this case, for a vertex v labeled by {0, 3}, the three edges incident

3 The result in [12] holds for the more general WGFP with all degree constraints having gaps of length
at most 1, while our result only works for the WGFP with interval, parity interval, type-1 and type-2
degree constraints.
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to it must take the same assignments in a feasible factor (i.e., the three edges are all either
present or absent in any factor). Thus, the vertex v can be viewed as a Boolean variable
and it appears in three other degree constraints connected to it. By viewing all vertices with
{0, 3} as variables appearing three times and the other edges as variables appearing twice,
the WGFP becomes a special case of valued CSPs where some variables appear three times
and the other variables appear twice. It is known that once variables are allowed to appear
three times in a CSP, then they can appear arbitrarily many times [9]. Thus, the WGPF
with {0, 3} occurring is equivalent to a standard (non-edge) CSP [19]. By the dichotomy
theorem for valued CSPs [6], one can check that the problem is tractable if and only if for
every degree constraint D of arity k ≤ 3, D ⊆ {0, k}. Thus, we have the following complexity
dichotomy.

▶ Theorem 3. The WGFP on subcubic graphs is strongly polynomial-time solvable if
1. the degree constraint {0, 3} of arity 3 does not occur,
2. or for every degree constraint D of arity k ≤ 3, D ⊆ {0, k}.
Otherwise, the problem is NP-hard.

Organization In Section 2, we present basic definitions and notation. In Section 3, we
describe our algorithm and give a structural result for the WGFP that ensures the correctness
and the strongly polynomial-time running time of our algorithm. In Section 4, we introduce
basic augmenting subgraphs as an analogy of augmenting paths for weighed matchings and
give a proof of the structural result. The proof is based on a result regarding the existence
of certain basic factors for subcubic graphs, for which we give a proof sketch in Section 5.
Finally, we discuss matching realizability and its relation with ∆-matroids in Appendix A.
All omitted proofs can be found in the full version [44].

2 Preliminaries

Let D be a (possibly infinite) set of degree constraints.

▶ Definition 4. The weighted general factor problem parameterized by D, denoted by
WGFP(D), is the following computational problem. An instance is a triple Ω = (G, π, ω),
where G = (V, E) is a graph, π : V → D assigns to every v ∈ V a degree constraint Dv ∈ D

of arity degG(v), and ω : E → R assigns to every e ∈ E a real-valued weight w(e) ∈ R. The
task is to find, if one exists, a general factor F of G such that the total weight of edges in F

is maximized.
The general factor problem GFP(D) is the decision version of WGFP(D); i.e., deciding

whether a general factor exists or not.

Suppose that Ω = (G, π, ω) is a WGFP instance. If F is a general factor of G under π,
then we say that F is a factor of Ω, denoted by F ∈ Ω. In terms of this inclusion relation,
Ω can be viewed as a set of subgraphs of G. We extend the edge weight function ω to
subgraphs of G. For a subgraph H of G, its weight ω(H) is

∑
e∈E(H) ω(e) (ω(H) = 0 if H

is the empty graph). If H contains an isolated vertex v, then ω(H) = ω(H ′), where H ′ is
the graph obtained from H by removing v. Moreover, H ∈ Ω if and only if H ′ ∈ Ω. In the
following, without other specification, we always assume that a factor does not contain any
isolated vertices. The optimal value of Ω, denoted by Opt(Ω), is maxF ∈Ω ω(F ). We define
Opt(Ω) = −∞ if Ω has no factor. A factor F of Ω is optimal in Ω if ω(F ) = Opt(Ω).

ISAAC 2023



57:6 Weighted general factors with three feasible degrees

For a WGFP instance Ω′ = (G′, π′, ω′), where G′ ⊆ G4 and ω′ is the restriction of ω

on the edges of G′, we say Ω′ is a sub-instance of Ω, denoted by Ω′ ⊆ Ω, if F ∈ Ω for
every F ∈ Ω′. In particular, Ω′ is a subset of Ω by viewing them as two sets of subgraphs
of G. If Ω′ ⊆ Ω, then Opt(Ω′) ≤ Opt(Ω). For two WGFP instances Ω1 = (G, π1, ω) and
Ω2 = (G, π2, ω), we use Ω1 ∪ Ω2 to denote the union of factors of these two instances, i.e.,
Ω1 ∪ Ω2 = {F ⊆ G | F ∈ Ω1 or F ∈ Ω2}, and Ω1 ∩ Ω2 to denote the intersection, i.e.,
Ω1 ∩ Ω2 = {F ⊆ G | F ∈ Ω1 and F ∈ Ω2}. Note that Ω1 ∪ Ω2 and Ω1 ∩ Ω2 are sets of
subgraphs of G and may not define WGFP instances on G.

We use G1 and G2 to denote the set of degree constraints that are intervals and parity
intervals, respectively, and T1 and T2 to denote the set of degree constraints that are type-1
and type-2, respectively. Let G = G1 ∪ G2 and T = T1 ∪ T2. In this paper, we study the
problem WGFP(G ∪ T).

Let H1 = (V1, E1) and H2 = (V2, E2) be two subgraphs of G. The symmetric difference
graph H1∆H2 is the induced subgraph of G induced by the edge set E1∆E2. Note that there
are no isolated vertices in a symmetric difference graph. When E1 ∩E2 = ∅, we may write
H1∆H2 as H1 ∪H2. When E2 ⊆ E1, we may write H1∆H2 as H1\H2. A subcubic graph is
defined to be a graph where every vertex has degree 1, 2 or 3. Unless stated otherwise, we
use VG and EG to denote the vertex set and the edge set of a graph G, respectively.

3 Algorithm

We give a recursive algorithm for the problem WGFP(G ∪ T), using the problems WGFP(G)
and the decision problem GFP(G ∪ T) as oracles.

Given an instance Ω = (G, π, ω) of WGFP(G ∪ T), we define the following sub-instances
of Ω = (G, π, ω) that will be used in the recursion. Recall that VG denotes the vertex set of
the graph G. Let TΩ denote the set {v ∈ VG | π(v) ∈ T}. (We may omit the subscript Ω of
TΩ when it is clear from the context.)

For every vertex v ∈ TΩ, we split the instance Ω in two by splitting the degree constraint
π(v) in two parity intervals. More precisely, we define

D0
v = {pv + 1, pv + 3} and D1

v = {pv} if π(v) = {pv, pv + 1, pv + 3} ∈ T1;
D0

v = {pv, pv + 2} and D1
v = {pv + 3} if π(v) = {pv, pv + 2, pv + 3} ∈ T2.

We have D0
v, D1

v ∈ G2. For i ∈ {0, 1} and v ∈ TΩ, we define Ωi
v = (G, πi

v, ω) to be the
sub-instance of Ω where πi

v(x) = π(x) for every x ∈ VG\{v} and πi
v(v) = Di

v. Then, for
every v ∈ TΩ, we have Ω0

v ∩ Ω1
v = ∅ and Ω0

v ∪ Ω1
v = Ω. Moreover, TΩ0

v
= TΩ1

v
= TΩ\{v}.

Let F be a factor of Ω. Similarly to above, one can partition Ω into 2|TΩ| many sub-
instances according to F such that each one is an instance of WGFP(G) – for each v ∈ TΩ, we
choose one of the two splits of π(v) as above. (We note that the algorithm will not consider
all exponentially many sub-instances.) In detail, for every vertex v ∈ TΩ, we define DF

v = Di
v

where degF (v) ∈ Di
v as follows:

DF
v = {pv} if π(v) = {pv, pv + 1, pv + 3} ∈ T1 and degF (v) = pv,

DF
v = {pv + 1, pv + 3} if π(v) = {pv, pv + 1, pv + 3} ∈ T1 and degF (v) ̸= pv;

DF
v = {pv + 3} if π(v) = {pv, pv + 2, pv + 3} ∈ T2 and degF (v) = pv + 3,

DF
v = {pv, pv + 2} if π(v) = {pv, pv + 2, pv + 3} ∈ T2 and degF (v) ̸= pv + 3.

4 We use the term “subgraph” and notation G′ ⊆ G throughout for the standard meaning of a “normal”
subgraph i.e., if G = (V ′, E′) and G = (V, E) then G′ ⊆ G means V ′ ⊆ V and E′ ⊆ E.
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By definition, degF (v) ∈ DF
v ⊆ π(v) and DF

v ∈ G2. In fact, DF
v is the maximal set such

that degF (v) ∈ DF
v ⊆ π(v) and DF

v ∈ G2. One can also check that for every v ∈ TΩ,
π(v)\DF

v ∈ G2, and moreover for every p ∈ DF
v and q ∈ π(v)\DF

v , p ̸≡ q mod 2.
For every W ⊆ TΩ, we define ΩF

W = (G, πF
W , ω) to be the sub-instance of Ω where

πF
W (v) = π(v)\DF

v for v ∈W , πF
W (v) = DF

v for v ∈ TΩ\W , and πF
W (v) = π(v) for v ∈ V \TΩ.

Then for every W , ΩF
W is an instance of WGFP(G). Moreover, we have ∪W ⊆T ΩF

W = Ω and
ΩF

W1
∩ ΩF

W2
= ∅ for every W1 ̸= W2. Thus, {ΩF

W }W ⊆TΩ is a partition of Ω (viewed as a set
of subgraphs of G). When W = ∅, we write ΩF

W as ΩF .
Our algorithm is given in Algorithm 1.

Algorithm 1 Finding an optimal factor for an instance of WGFP(G ∪ T)

1 Function Decision:
Input : An instance Ω = (G, π, ω) of WGFP(G ∪ T).
Output : A factor of Ω, or “No” if Ω has no factor.

2 Function Optimization:
Input : An instance Ω = (G, π, ω) of WGFP(G).
Output : An optimal factor of Ω, or “No” if Ω has no factor.

3 Function Main:
Input : An instance Ω = (G, π, ω) of WGFP(G ∪ T).
Output : An optimal factor F ∈ Ω, or “No” if Ω has no factor.

4 T ← {v ∈ V | π(v) ∈ T};
5 if T is the empty set then
6 return Optimization (Ω);
7 else
8 Arbitrarily pick u ∈ T ;
9 if Decision (Ω0

u) returns “No” then
10 return Main (Ω1

u);
11 else
12 F opt ← Main (Ω0

u);
13 foreach v ∈ T do
14 // Elements of T can be traversed in an arbitrary order.
15 W ← {u} ∪ {v};
16 if Optimization(ΩF opt

W ) ̸= “No” then F ′ ← Optimization(ΩF opt

W );
17 if ω(F ′) > ω(F opt) then F opt ← F ′;
18 end
19 return F opt;
20 end
21 end

The key that makes our algorithm running strongly polynomial-time is the following
structural result (Theorem 5) for the problem WGFP(G ∪ T). It says that given an optimal
factor F of Ω0

u for some u ∈ TΩ, if F is not optimal in Ω, then we can directly find an optimal
factor of Ω by searching at most n sub-instances of Ω which are in WGFP(G). Note that
the number of searches is independent of the edge weights. Thus, the problem of finding an
optimal factor in Ω can be reduced to finding an optimal factor in Ω0

u, where there is one
fewer vertex u with constraints in T. By recursively reducing an instance to another with
fewer vertices with constraints in T, we eventually get an instance of WGFP(G) which can

ISAAC 2023



57:8 Weighted general factors with three feasible degrees

be solved in polynomial-time. This leads to a strongly polynomial-time algorithm for finding
an optimal factor.

▶ Theorem 5. Suppose that Ω = (G, π, ω) is an instance of WGFP(G ∪ T), F is a factor of
Ω and F is optimal in Ω0

u for some u ∈ TΩ. Then a factor F ′ is optimal in Ω if and only if
ω(F ′) ≥ ω(F ) and ω(F ′) ≥ Opt(ΩF

W ) for every W where u ∈W ⊆ TΩ and |W | = 1 or 2.
In other words, if F is not optimal in Ω, then there is an optimal factor of Ω which

belongs to ΩF
W for some W where u ∈W ⊆ TΩ and |W | = 1 or |W | = 2.

▶ Remark 6. This result is stronger than the main result (Theorem 2) of [12], and it is not
simply implied by [12]. To clarify this, we give a simple proof outline of Theorem 5 here.

In order to prove Theorem 5, it suffices to prove the direction that if ω(F ′) ≥ ω(F ) and
ω(F ′) ≥ Opt(ΩF

W ) for every W where u ∈ W ⊆ TΩ and |W | = 1 or 2, then F ′ is optimal
in Ω. We prove this by contradiction. Suppose that F ′ is not optimal in Ω, and F ∗ is an
optimal factor of Ω. Then, ω(F ∗) > ω(F ′) ≥ Opt(ΩF

W ) for every W ⊆ TΩ where |W | ≤ 2.
Also, ω(F ∗) /∈ Ω0

u since ω(F ∗) > ω(F ) = Opt(Ω0
u). Thus, degF ∗(u) ̸≡ degF (u) mod 2.

By [12], a canonical path M ⊆ F ∆F ∗ with positive weight5 can be found, and then F ∆M

is a factor of Ω with larger weight than F and F ∆M ∈ ΩF
W for some W ⊆ TΩ where |W | ≤ 2.

However, this does not lead to a contradiction. To get a contradiction, we need to show
that the positive weighted canonical path M (a basic augmenting subgraph) further satisfies
degM (u) ≡ 0 mod 2. Then, degF ∆M (u) ≡ degF (u) mod 2. Thus, F∆M is a factor with
larger weight than F and F∆M ∈ Ω0

u, which contradicts with F being optimal in Ω0
u.

The existence of a basic augmenting subgraph M satisfying degM (u) ≡ 0 mod 2 is
formally stated in the second property of Lemma 12. The main technical part of the paper
(Section 5.2 of the full paper) is devoted to prove it. In Section 5 of this short version, we
give an example to illustrate the proof ideas. The existence of such a basic augmenting
subgraph is highly non-trivial. In fact, it does not hold anymore after a subtle change of
the condition “F is optimal in Ω0

u” to “F is optimal in Ω1
u” for some u ∈ TΩ. We give the

following example (see Figure 1) to show this.

Figure 1 An example that violates Theorem 5 when F is optimal in Ω1
u instead of Ω0

u

In this instance, π(u) = π(v) = π(t) = {0, 1, 3} (denoted by hollow nodes) and π(s) =
{0, 2, 3} (denoted by the solid node), and ω(C1) = ω(pvs) = ω(psu) = ω(p′

su) = ω(put) =
ω(C2) = 1. Inside the cycles C1 and C2, and the paths pvs, psu, put, and p′

su, there are
other vertices of degree 2 with the degree constraint {0, 2} so that the graph G is simple.
We omit these vertices of degree 2 in Figure 1. In this case, TΩ = {u, v, s, t}. Consider the
sub-instance Ω1

u = (G, π1
u, ω). We have π1

u(u) = D1
u = {0} since π(u) = {0, 1, 3}. Then, the

only factor F of Ω1
u is the empty graph (assuming there are no isolated vertices in factors),

and F is not optimal in Ω. Also, the only optimal factor of Ω is the graph G and G ∈ ΩF
TΩ

where |TΩ| = 4. Clearly, degG(u) ̸≡ degF (u) mod 2. One can check that for any factor F ′ of
Ω with larger weight than F , degF ′(u) ̸≡ degF (u) mod 2. In other words, there is no basic
augmenting subgraph M such that degM (u) ≡ 0 mod 2. Moreover, one can check that in

5 See definition 3 of [12]. They are defined as basic augmenting subgraphs (Definition 11) in this paper.
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this case, Theorem 5 also does not hold. In other words, the existence of a basic augmenting
subgraph satisfying degM (u) ≡ 0 mod 2 is crucial for the correctness of Theorem 5.

Using Theorem 5, we now prove that Algorithm 1 is correct.

▶ Lemma 7. Given an instance Ω = (G, π, ω) of WGFP(G,T), Algorithm 1 returns either
an optimal factor of Ω, or “No” if Ω has no factor.

Proof. Recall that for an instance Ω = (G, π, ω), we define TΩ = {v ∈ VG | π(v) ∈ T} where
VG is the vertex set of G . We prove the correctness by induction on the |TΩ|.

If |TΩ| = 0, Ω is an instance of WGFP(G). Algorithm 1 simply returns Optimization
(Ω). By the definition of the function Optimization, the output is correct.

Suppose that Algorithm 1 returns correct results for all instances Ω′ of WGFP(G,T)
where |TΩ′ | = k. We consider an instance Ω of WGFP(G,T) where |TΩ| = k + 1. Algorithm 1
first calls the function Decision (Ω0

u) for some arbitrary u ∈ T .
We first consider the case that Decision (Ω0

u) returns “No”. By the definition, Ω0
u has no

factor. Moreover, since Ω = Ω0
u ∪ Ω1

u, we have F ∈ Ω if and only if F ∈ Ω1
u. Then, a factor

F ∈ Ω1
u is optimal in Ω if and only if it is optimal in Ω1

u. Note that Ω1
u is an instance of

WGFP(G,T) where |TΩ1
u
| = k. By the induction hypothesis, Algorithm 1 returns a correct

result Main (Ω1
u) for the instance Ω1

u, which is also a correct result for the instance Ω.
Now, we consider the case that Decision (Ω0

u) returns a factor of Ω0
u. Then, Main (Ω0

u)
returns an optimal factor F of Ω0

u. After the loop (lines 13 to 17) in Algorithm 1, we get a
factor F opt of Ω such that ω(F opt) ≥ Opt(ΩF

W ) for every u ∈W ⊆ TΩ where |W | = 1 (when
u = v) or |W | = 2 (when u ̸= v) and ω(F opt) ≥ ω(F ). By Theorem 5, F opt is an optimal
factor of Ω. Thus, Algorithm 1 returns a correct result. ◀

Now, we consider the time complexity of Algorithm 1. The size of an instance is defined
to be the number of vertices of the underlying graph of the instance.

▶ Lemma 8. Run Algorithm 1 on an instance Ω = (G, π, ω) of size n. Then,
the algorithm will stop the recursion after at most n recursive steps;
the algorithm will call Decision at most n many times, call Optimization at most
n(n+1)

2 + 1 many times, and perform at most n(n+1)
2 many comparisons;

the algorithm runs in time O(n6).

Proof. Let Ωk = (G, πk, ω) be the instance after k many recursive steps. Here Ω0 = Ω. Recall
that TΩk = {v ∈ V | πk(v) ∈ T}. For an instance Ωk with |TΩk | > 0, the recursive step will
then go to the instance (Ωk)0

u or (Ωk)1
u for some u ∈ TΩk . Thus, Ωk+1 = (Ωk)0

u or (Ωk)1
u. In

both cases, TΩk+1 = TΩk\{u} and hence |TΩk+1 | = |TΩk |−1. By design, the algorithm will stop
the recursion and return Optimization (Ωm) when it reaches an instance Ωm with |TΩm | = 0.
Thus, #recursive steps = m = |TΩ| − 0 ≤ |V | = n. To prove the second item, we consider the
number of operations inside the recursive step for the instance Ωk = (G, πk, ω). Note that k ≤
n and |TΩk | = |TΩ|−k ≤ n−k. If |TΩk | = 0, then the algorithm will simply call Optimization
once. If |TΩk | > 0, then inside the recursive step, the algorithm will call Decision once,
and call Optimization once or |TΩk | many times depending on the answer of Decision.
Moreover, in the later case, the algorithm will also perform |TΩk | many comparisons. Thus,
we have #calls of Decision =

∑
|TΩk |>0 1 =

∑|TΩ|
i=1 1 = |TΩ| ≤ n, #calls of Optimization ≤

1+
∑

|TΩk |>0 |TΩk | = 1+
∑|TΩ|

i=1 i ≤ n(n+1)
2 +1, and #comparisons ≤

∑
|TΩk |>0 |TΩk | ≤ n(n+1)

2 .

Let tMain(n) denote the running time of Algorithm 1 on an instance of size n, and tDec(n) and
tOpt(n) denote the running time of algorithms for functions Decision and Optimization,
respectively. Then, tDec(n) = O(n4) by the algorithm in [7] and tOpt(n) = O(n4) by the
algorithm in [11]. Thus, tMain(n) ≤ ntDec(n) + n(n+1)+2

2 tOpt(n) + n(n+1)
2 = O(n6). ◀

ISAAC 2023



57:10 Weighted general factors with three feasible degrees

4 Proof of Theorem 5

In this section, we give a proof of Theorem 5. The general strategy is that starting with
a non-optimal factor F of an instance Ω = (G, ω, π), we want to find a subgraph H of G

such that by taking the symmetric difference F∆H, we get another factor of Ω with larger
weight. The existence of such subgraphs is trivial (Lemma 10). However, the challenge is
how to find one efficiently. As an analogy of augmenting paths in the weighted matching
problem, we introduce basic augmenting subgraphs (Definition 11) for the weighted graph
factor problem, which can be found efficiently. We will show that given a non-optimal
factor F , a basic augmenting subgraph always exists (Lemma 12, property 1). Then, we can
efficiently improve the factor F to another factor with larger weight. As shown in [12], this
already gave a weakly polynomial-time algorithm. However, the existence of basic augmenting
subgraphs is not enough to get a strongly polynomial-time algorithm, which requires the
number of improvement steps being independent of edge weights. Thus, in order to prove
Theorem 5, which leads to a strongly polynomial-time algorithm, we further establish that
there exists a basic augmenting subgraph that satisfies certain stronger properties under
suitable assumptions (Lemma 12, property 2). This result will imply Theorem 5.

▶ Definition 9 (F -augmenting subgraphs). Suppose that F is a factor of an instance Ω =
(G, π, ω). A subgraph H of G is F -augmenting if F∆H ∈ Ω and ω(F∆H)− ω(F ) > 0.

▶ Lemma 10. Suppose that F is a factor of an instance Ω. If F is not optimal in Ω, then
there exists an F -augmenting subgraph.

Proof. Since F is not optimal, there is some F ′ ∈ Ω such that ω(F ′) > ω(F ). Let H = F ∆F ′.
We have F∆H = F ′ ∈ Ω and ω(H) = ω(F ′)− ω(F ) > 0. Thus, H is F -augmenting. ◀

Recall that for an instance Ω = (G, π, ω) of WGFP(G,T), TΩ is the set {v ∈ VG | π(v) ∈ T}.
For two factors F, F ∗ ∈ Ω, we define T F ∆F ∗

Ω = {v ∈ TΩ | degF ∆F ∗(v) ≡ 1 mod 2}.

▶ Definition 11 (Basic augmenting subgraphs). Suppose that F and F ∗ are factors of an
instance Ω = (G, π, ω) and ω(F ) < ω(F ∗). An F -augmenting subgraph H = (VH , EH) is
(F, F ∗)-basic if H ⊆ F∆F ∗, |V odd

H | ≤ 2, and V odd
H ∩ TΩ ⊆ T F ∆F ∗

Ω where V odd
H = {v ∈ VH |

degH(v) ≡ 1 mod 2}.

▶ Lemma 12. Suppose that F and F ∗ are two factors of an instance Ω = (G, π, ω).

1. If ω(F ∗) > ω(F ), then there exists an (F, F ∗)-basic subgraph.
2. If ω(F ∗) > Opt(ΩF

W ) for every W ⊆ T F ∆F ∗

Ω with |W | ≤ 2, and T F ∆F ∗

Ω contains a vertex
u such that F ∈ Ω0

u (i.e., degF (u) ∈ D0
u), then there exists an (F, F ∗)-basic subgraph H

where degH(u) ≡ 0 mod 2.

▶ Remark 13. The first property of Lemma 12 implies the following: a factor F ∈ Ω is
optimal if and only if ω(F ) ≥ Opt(ΩF

W ) for every W ⊆ TΩ with |W | ≤ 2. This is a special
case of the main result (Theorem 2) of [12] where the authors consider the WGFP for all
constraints with gaps of length at most 1. The second property of Lemma 12 is more refined
than the first property and it implies our main result (Theorem 5). In this paper, as a
by-product of the proof of property 2, we give a simple proof of Theorem 2 of [12] for the
special case WGFP(G ∪ T) based on certain properties of subcubic graphs.

Using the second property of Lemma 12, we can prove Theorem 5.
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▶ Theorem (Theorem 5). Suppose that F is a factor of an instance Ω = (G, π, ω), and F is
optimal in Ω0

u for some u ∈ TΩ. Then a factor F ′ is optimal in Ω if and only if ω(F ′) ≥ ω(F )
and ω(F ′) ≥ Opt(ΩF

W ) for every W where u ∈W ⊆ TΩ and |W | = 1 or 2.

Proof. If F ′ is optimal in Ω, then clearly ω(F ′) ≥ ω(F ) and ω(F ′) ≥ Opt(ΩF
W ) for every W

where u ∈ W ⊆ TΩ and |W | = 1 or 2. Thus, to prove the theorem, it suffices to prove the
other direction. Since ω(F ′) ≥ ω(F ) and F is optimal in Ω0

u, we have ω(F ′) ≥ Opt(ΩF
W ) for

every W ⊆ TΩ where u /∈W and |W | ≤ 2. Also, since ω(F ′) ≥ Opt(ΩF
W ) for every W where

u ∈W ⊆ TΩ and |W | = 1 or 2, we have ω(F ′) ≥ Opt(ΩF
W ) for every W ⊆ TΩ where |W | ≤ 2.

For a contradiction, suppose that F ′ is not optimal in Ω. Let F ∗ be an optimal factor of Ω.
Then, ω(F ∗) > ω(F ′). Thus, ω(F ∗) > ω(F ′) ≥ Opt(ΩF

W ) for every W ⊆ TΩ where |W | ≤ 2.
Also, F ∗ /∈ Ω0

u since ω(F ∗) > ω(F ) and F is optimal in Ω0
u. Thus, degF ∗(u) ̸≡ degF (u)

mod 2. Then, T F ∆F ∗

Ω contains the vertex u such that F ∈ Ω0
u. By Lemma 12, there exists an

(F, F ∗)-basic subgraph H where degH(u) ≡ 0 mod 2. Let F ′′ = F∆H. Then F ′′ ∈ Ω and
ω(F ′′) > ω(F ). Also, F ′′ ∈ Ω0

u since degF ′′(u) ≡ degF (u) mod 2. This is a contradiction
with F being optimal in Ω0

u. ◀

Now it suffices to prove Lemma 12. By a type of normalization maneuver, we can transfer
any instance of WGFP(G,T) to an instance of WGFP(G,T) defined on subcubic graphs, called
a key instance (Definition 14). Recall that a subcubic graph is a graph where every vertex
has degree 1, 2 or 3. For key instances, there are five possible forms of basic augmenting
subgraphs, called basic factors (Definition 15). Then, the crux of the proof of Lemma 12 is
to establish the existence of certain basic factors of key instances (Theorem 16). For a proof
of Lemma 12 using Theorem 16, please refer to the proof of Lemma 4.4 in the full paper.

▶ Definition 14 (Key instance). A key instance Ω = (G, π, ω) is an instance of WGFP(G,T)
where G is a subcubic graph, and for every v ∈ VG, π(v) = {0, 1} if degG(v) = 1, π(v) = {0, 2}
if degG(v) = 2, and π(v) = {0, 1, 3} (i.e., type-1) or {0, 2, 3} (i.e., type-2) if degG(v) = 3.
We say a vertex v of degree 3 is of type-1 or type-2 if π(v) is type-1 or type-2 respectively.
We say a vertex v of any degree is 1-feasible or 2-feasible if 1 ∈ π(v) or 2 ∈ π(v) respectively.

▶ Definition 15 (Basic factor). Let Ω be a key instance. A factor of Ω is a basic factor if it is
in one of the following five forms: a path, a cycle, a tadpole graph (i.e., a graph consisting
of a cycle and a path such that they intersect at one endpoint of the path), a dumbbell graph
(i.e., a graph consisting of two vertex disjoint cycles and a path such that the path intersects
with each cycle at one of its endpoints), and a theta graph (i.e., a graph consisting of three
vertex disjoint paths with the same two endpoints).

▶ Theorem 16. Suppose that Ω = (G, π, ω) is a key instance.
1. If ω(G) > 0, then there is a basic factor F of Ω such that ω(F ) > 0.
2. If ω(G) > 0, ω(G) > ω(F ) for every basic factor F of Ω, and G contains a vertex u with

degG(u) = 1 or degG(u) = 3 and π(u) = {0, 2, 3}, then there is a basic factor F ∗ of Ω
such that ω(F ∗) > 0 and degF ∗(u) ≡ 0 mod 2. (Recall that degF ∗(u) = 0 if u /∈ VF ∗ .)

▶ Remark 17. For the second property of Theorem 16, the requirement of π(u) = {0, 2, 3}
when degG(u) = 3 is crucial. Consider the instance Ω = (G, π, ω) as shown in Figure 1. Note
that Ω is a key instance. and π(u) = {0, 1, 3}. In this case where π(u) = {0, 1, 3}, it can be
checked that the second property does not hold.
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5 Proof Sketch of Theorem 16

In this section, we give a proof sketch of Theorem 16 and we focus on the proof of the second
property using the first property. Omitted proofs can be found in Section 5 of the full paper.

Proof sketch. By property 1 of Theorem 16, there exists at least one basic factor of Ω such
that its weight is positive. Among all such basic factors, we pick an F such that ω(F ) is
the largest. Consider the graph G′ = G\F , i.e., the subgraph of G induced by the edge set
EG\EF . We consider the instance Ω′ = (G′, π′, ω′) where for every x ∈ VG′ , π′(x) = {0, 1} if
degG′(x) = 1, π′(x) = {0, 2} if degG′(x) = 2 and π′(x) = π(x) if degG′(x) = 3, and ω′ is the
weight function ω restricted to G′. Note that Ω′ is also a key instance, but it is not necessarily
a sub-instance of Ω. Since ω(G) > ω(F ), we have ω′(G′) = ω(G′) = ω(G) − ω(F ) > 0.
Without causing ambiguity, we may simply write ω′ as ω in the instance Ω′. By property 1 of
Theorem 16, there exists a basic factor F ′ of Ω′ such that ω(F ′) > 0. Since EF ′ ⊆ EG\EF ,
F and F ′ are edge-disjoint. Let H = F ∪ F ′, which is the subgraph of G induced by the
edge set EF ∪ EF ′ . We will show that we can find a subgraph F ∗ of H such that F ∗ is the
desired basic factor of Ω satisfying ω(F ∗) > 0 and degF ∗(u) ≡ 0 mod 2.

First, we show that H is a factor of Ω. Let V∩ = VF ∩ VF ′ . We show that for every
x ∈ VH\V∩, degH(x) ∈ π(x). If x ∈ VF \V∩, then degH(x) = degF (x). Since F ∈ Ω,
degF (x) ∈ π(x). Then, degH(x) ∈ π(x). If x ∈ VF ′\V∩, then degH(x) = degF ′(x). Since
x /∈ VF and G′ = G\F , degG′(x) = degG(x). Then, by the definition of Ω′, we have
π′(x) = π(x). Since F ′ is a factor of Ω′, degF ′(x) ∈ π′(x). Thus, degH(x) ∈ π(x). Now,
we consider vertices in V∩. Since F and F ′ are edge disjoint, for every x ∈ V∩ we have
degH(x) = degF (x) + degF ′(x) ≤ degG(x) ≤ 3. Also, degF (x), degF ′(x) ≥ 1 since F and F ′

are subcubic graphs which have no isolated vertices.
If degF (x) = 1, then 1 ∈ π(x). The vertex x is 1-feasible. Thus, degG(x) ̸= 2. Since
degG(x) > degF (x) = 1, degG(x) = 3. Then, degG′(x) = degG(x) − degF (x) = 2,
π′(x) = {0, 2} and degF ′(x) = 2.
If degF (x) = 2, then degG(x) = 3 since degG(x) > degF (x). Then, degG′(x) = degG(x)−
degF (x) = 1, π′(x) = {0, 1} and degF ′(x) = 1.

Thus, for every x ∈ V∩, degH(x) = degF (x) + degF ′(x) = 3 ∈ π(x). Thus, H is a factor of Ω.
Then, we finish the proof by a careful analysis of possible forms of F and F ′, and possible

intersection vertices in V∩. Here, we give an example where F is a tadpole graph with a
vertex u of degree 3 and a vertex v of degree 1 to illustrate this. Since degF (u) = 3, by
assumption, π(u) = {0, 2, 3}. Also, since degF (v) = 1 ∈ π(v), v is 1-feasible.

Consider possible vertices in V∩. Recall that for every x ∈ V∩, degF (x) = 1 and
degF ′(x) = 2, or degF (x) = 2 and degF ′(x) = 1. Since degF (u) = 3 = degG(u), we have
u /∈ V∩. Also, consider the possible forms of F ′. We show that F ′ is not a cycle. For a
contradiction, suppose that F ′ is a cycle. Then, all vertices of F ′ have degree 2. Thus, the
only possible vertex in V∩ is v. If V∩ = ∅, then for every x ∈ VF ′ , degF ′(x) = degH(x) ∈ π(x).
Thus, F ′ is a basic factor of Ω where ω(F ′) > 0 and degF ′(u) = 0. We are done. Otherwise,
V∩ = {v}. Then, degF (v) = 1 and degF ′(v) = 2. Since F is a tadpole graph, the graph H is
a dumbbell graph where u and v are the two vertices of degree 3. Thus, H is a basic factor
of Ω. Since ω(F ′) > 0, we have ω(H) = ω(F ) + ω(F ′) > ω(F ) which leads to a contraction
with F being a basic factor with the largest weight. Thus, F ′ is a basic factor which is not a
cycle. By Definition 15, F ′ contains exactly two vertices of odd degree, denoted by s and t.
Then, we have V∩ ⊆ {v, s, t}.

Recall that F is a tadpole graph consisting of a path and a cycle. We use C to denote the
cycle part of F , and VC denotes its vertex set. Consider {s, t}∩VC . Now, we handle possible
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subcases according to intersection vertices appearing in VC . There are three subcases. Below,
for two points x and y, we use pxy or p′

xy to denote a path with endpoints x and y.

1. {s, t} ⊆ VC . Then, degF (s) = degF (t) = degC(s) = degC(t) = 2. In this case, degH(u) =
degH(s) = degH(t) = 3 and π(u) = π(s) = π(t) = {0, 2, 3}. Also, degF ′(s) = degF ′(t) =
1. Thus, F ′ is a path with endpoints s and t. Note that in this case, it is possible that
v ∈ VF ′ . If v ∈ VF ′ , then degH(v) = 3 and π(v) = {0, 1, 3}; otherwise, degH(v) = 1 and
π(v) = {0, 1} or {0, 1, 3}. The points u, s, and t split C into three paths, pus, pst, ptu.
Then, C = pus ∪ pst ∪ ptu. (See Figure 2.) If ω(C) > 0, then we are done since C is a
basic factor of Ω and degC(u) = 2. Thus, we may assume that ω(C) ≤ 0.

Figure 2 The two possible forms of graph H when {s, t} ∈ VC . Hollow nodes denote 1-feasible
vertices, and solid nodes denote 2-feasible vertices; red-colored lines denote paths in F , and blue-
colored lines denote paths in F ′.

Consider the graph H1 = H\pst = (F\pst) ∪ F ′. Note that VH1 = (VH\Vpst
) ∪ {s, t}.

For every x ∈ VH1\{s, t}, we have degH1(x) = degH(x) ∈ π(x) since H is a factor of Ω.
Also, degH1(s) = 2 ∈ π(s) and degH1(t) = 2 ∈ π(t). Thus, H1 is a factor of Ω. Also,
H1 is a tadpole graph if degH(v) = 1 or a theta graph if degH(v) = 3. Thus, in both
cases, H1 is a basic factor of Ω. Since F is a basic factor of Ω with the largest weight,
we have ω(F ) ≥ ω(H1) = ω(F ) − ω(pst) + ω(F ′). Thus, ω(pst) ≥ ω(F ′) > 0. Since
ω(C) = ω(pst) + ω(pus) + ω(ptu) ≤ 0, ω(pus) + ω(ptu) < 0. Without loss of generality,
we may assume that ω(pus) < 0. Then, consider the graph H2 = H\pus. Similarly, one
can check that H2 is a factor of Ω, and degH2(u) = 2. Also, H2 is a tadpole graph if
degH(v) = 1, or a theta graph if degH(v) = 3. Thus, H2 is a basic factor of Ω. Moreover,
ω(H2) = ω(H)− ω(pus) > 0. We are done.

2. {s, t} ∩ VC = {s} or {t}. Without loss of generality, we may assume that s ∈ VC . Then,
degH(u) = degH(s) = 3 and π(u) = π(s) = {0, 2, 3}. If ω(C) > 0, then we are done since
C is a basic factor of Ω and degC(u) = 2. Thus, we may assume that ω(C) ≤ 0. Vertices
s and u split C into two paths pus and p′

us. Since ω(C) = ω(pus) + ω(p′
us) ≤ 0, among

them at least one is non-positive. Without loss of generality, we assume that ω(pus) ≤ 0.
Consider the graph H ′ = H\pus. We have ω(H ′) = ω(H)−ω(pus) > 0, and degH′(u) = 2.
Similar to the above case, one can check that H ′ is a factor of Ω. However, it is not
clear whether H ′ is a basic factor of Ω. Consider the sub-instance Ω′

H = (H ′, πH′ , ωH′)
of Ω defined on the subgraph H ′ of G where πH′(x) = π(x)∩ [degH′(x)] ⊆ π(x) for every
x ∈ VH′ and ωH′ is the restriction of ω on EH′ (we may write ωH′ as ω for simplicity).
Since ω(H ′) > 0, by property 1 of Theorem 16, there is a basic factor F ∗ ∈ ΩH′ such
that ω(F ∗) > 0. Then, degF ∗(u) ∈ πH′(u) = {0, 2}. Now, F ∗ is a basic factor of Ω.

3. {s, t} ∩ VC = ∅. In this case, the cycle C does not intersect with F ′. Then, by viewing
the cycle C as an enlargement of the vertex u, this case is similar to the case that F is a
path with endpoints u and v, which is proved separately. Please refer to the full paper
for its proof. ◀
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A ∆-Matroids and Matching Realizability

A ∆-matroid is a family of sets obeying an axiom generalizing the matroid exchange axiom.
Formally, a pair M = (U,F) is a ∆-matroid if U is a finite set and F is a collection of subsets
of U satisfying the following: for any X, Y ∈ F and any u ∈ X∆Y in the symmetric difference
of X and Y , there exits a v ∈ X∆Y such that X∆{u, v} belongs to F [4]. A ∆-matroid is
symmetric if, for every pair of X, Y ⊆ U with |X| = |Y |, we have X ∈ F if and only if Y ∈ F.
A ∆-matroid is even if for every pair of X, Y ⊆ U , |X| ≡ |Y | mod 2.

Suppose that U = {u1, u2, . . . , un}. A subset V ⊆ U can be encoded by a binary string
αV of n-bits where the i-th bit of αV is 1 if ui ∈ V and 0 if ui /∈ V . Then, a ∆-matroid
M = (U,F) can be represented by a relation RM of arity |U | which consists of binary strings
that encode all subsets in F. Such a representation is unique up to a permutation of variables
of the relation. A degree constraint D of arity n can be viewed as an n-ary symmetric
relation which consists of binary strings with the Hamming weight d for every d ∈ D. By
the definition of ∆-matroids, it is easy to check that a degree constraint D (as a symmetric
relation) represents a ∆-matroid if and only if D has all gaps of length at most 1.

▶ Definition 18 (Matching Gadget). A gadget using a set D of degree constraints consists
of a graph G = (U ∪ V, E) where degG(u) = 1 for every u ∈ U and there are no edges
between vertices in U , and a mapping π : V → D. A matching gadget is a gadget where
D = {{0, 1}, {1}}. A degree constraint D of arity n is matching realizable if there exists a
matching gadget (G = (U ∪ V, E), π : V → {{0, 1}, {1}}) such that |U | = n and for every
k ∈ [n], k ∈ D if and only if for every W ⊆ U with |W | = k, there exists a matching
F = (VF , EF ) of G such that VF ∩ U = W and for every v ∈ V where π(v) = {1}, v ∈ VF .

The definition of matching realizability can be extended to a relation R of arity n by
requiring the set U of n vertices in a matching gadget to represent the n variables of R. If
R is realizable by a matching gadget G = (U ∪ V, E), then for every α ∈ {0, 1}n, α ∈ R if
and only if there is a matching F = (VF , EF ) of G such that VF ∩ U is exactly the subset of
U encoded by α (i.e., for every ui ∈ U , ui ∈ VF if and only if αi = 1), and for every v ∈ V

where π(v) = {1}, v ∈ VF . Note that the matching realizability of a relation is invariant
under a permutation of its variables. We say that a ∆-matroid is matching realizable if the
relation representing it is matching realizable.6

The following result generalizes Lemma A.1 of [32].

▶ Lemma 19. Suppose that M = (U,F) is a matching realizable ∆-matroid, and V1, V2 ∈
F. Then, V1∆V2 can be partitioned into single variables S1, . . . , Sk and pairs of vari-
ables P1, . . . , Pℓ such that for every P = Si1 ∪ · · · ∪ Sir ∪ Pj1 ∪ · · · ∪ Pjt ({i1, . . . , ir} ⊆
[k], {j1, . . . , jt} ⊆ [ℓ]), V1∆P ∈ F and V2∆P ∈ F.

▶ Theorem 20. A degree constraint D of gaps of length at most 1 is matching realizable if
and only if all its gaps are of the same length 0 or 1.

Proof. By the gadget constructed in the proof of [7, Theorem 2], if a degree constraint has
all gaps of length 1 then it is matching realizable.7 We give the following gadget (Figure 3)

6 This definition of matching realizability for ∆-matroids is different from the one that is usually used for
even ∆-matroids [5, 13, 32], in which the gadget is only allowed to use the constraint {1} for perfect
matchings, and hence the resulting ∆-matroid must be even.

7 We remark that [7] includes gadgets for other types of degree constraints, including type-1 and type-2,
but only under a more general notion of gadget constructions that involve edges and triangles. The
gadget that only involves edges is a matching gadget defined in this paper.
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to realize a degree constraint D with all gaps of length 0, which generalizes the gadget in [48].
Suppose that D = {p, p + 1, . . . , p + r} of arity n where n ≥ p + r ≥ p ≥ 0. Consider the
following graph G = (U ∪ V, E): U consists of n vertices of degree 1, and V consists of two
parts V1 with |V1| = n and V2 with |V2| = n− p; the induced subgraph G(V ) of G induced
by V is a complete bipartite graph between V1 and V2, and the induced subgraph G(U ∪ V1)
of G induced by U ∪ V1 is a bipartite perfect matching between U and V1. Every vertex in
V1 is labeled by the constraint {1}. There are r vertices in V2 labeled by {0, 1} and the other
n− p− r vertices in V2 labeled by {1}. One can check that this gadget realizes D.

Figure 3 A matching gadget realizing D = {p, p + 1, . . . , p + r} of arity n

For the other direction, without loss of generality, we may assume that {p, p+1, p+3} ⊆ D

and p + 2 /∈ D. Since D has gaps of length at most 1, it can be associated with a symmetric
∆-matroid M = (U,F). Then, there is V1 ∈ F with |V1| = p and V2 ∈ F with |V2| = p + 3.
Since M is symmetric, we may pick V2 = V1 ∪ {v1, v2, v3} for some {v1, v2, v3} ∩ V1 = ∅.
Let S = V1∆V2 = {v1, v2, v3}. By Lemma 19, S can be partitioned into single variables
and/or pairs of variables such that for any union P of them, V2\P ∈ F. Since |S| = 3, there
exists at least a single variable xi in the partition of S such that V2\{vi} ∈ F. Note that
|V2\{vi}| = p + 2. Thus, p + 2 ∈ D. A contradiction. ◀
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