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Abstract 
Copyright and patent law require the 

identification of an author or inventor, and 
further require the author or inventor to be 
human.  We explore this requirement 
primarily with reference to U.S. law and 
provide additional illustrations from U.K. and 
E.U. law.  A key rationale underlying the 
requirement of a human author or inventor is 
that there is something special and 
important about human creativity. 

As AI, particularly generative AI, becomes 
more capable of producing outputs that look 
like they could have been human-created, 
arguments have increasingly been raised 
that the AI-generated outputs should be 
afforded copyright and patent protection, on 
the same basis as those made by human 
authors and inventors.  And there have been 
arguments that these AI-generated outputs 
exhibit sufficient creativity, novelty, or 
innovativeness, to satisfy the laws’ 
underlying creativity rationale. 

We examine the concept of creativity 
from a multidisciplinary perspective, and 
identify three conceptually distinct 
components, all of which are necessary for 
a complete account of creativity.  The 
external component refers to whether an 
artifact (or idea, or other thing) exhibits the 
qualities of being novel, valuable, and (on 
some accounts) surprising.  The subjective 
component focuses on the psychological 
process of a creative act, which appears to 
involve a dance between task-focused and 
mental-wandering states, mediated by a 
salience functionality, where the person 
recognizes and selects novel, appropriate 
ideas.  Third, embedded in the analysis of 
both the external and subjective 
components is a (largely-implicit) 
recognition that the social context is integral 
to creativity; it plays a role in determining 
whether an artifact has value (or is 
“appropriate”), and influences the subjective 
psychological process of plucking certain 
ideas or conceptions out of the flow of 

mental activity.  

With this enriched account of creativity, 
we examine how copyright and patent law 
value not only the creativity of the artifact, 
but also (to varying extents) the subjective 
role and social context as part of creativity.  
We then consider some ways in which 
arguments that AI-generated artifacts 
should be eligible for IP protection (e.g., 
because they are “just as good as” at least 
some human-generated and IP-eligible 
artifacts) are insufficient to satisfy the 
enriched understanding of the creativity 
requirement underlying the IP laws. 

Our investigation additionally reveals 
some themes that may warrant further and 
deeper examination.  First, copyright has not 
historically concerned itself with the 
quantum or quality of creativity in a human-
created work; it just has to be non-zero.  
Some scholars have raised concerns that 
this standard has been too indulgent of 
copyright protection and have argued that 
the bar of creative quality should be raised. 
Placed in the context of generative AI’s 
influence, such an argument raises 
intriguing possibilities, insofar as there is 
evidence that AI tends to narrow the band of 
creativity (both human creative thought and 
expression as well as the “creativity” of AI-
generated outputs), hindering or 
suppressing what might otherwise be a 
wider range of creative possibility.  Second, 
as AI becomes ever-more-capable, 
displacing not only traditionally human 
activities but also traditional human 
decisions and judgments, it may be 
necessary to consider fundamental 
revisions to some of our legal frameworks 
to accommodate this change. 

There is a debate on the horizon 
over whether the laws should be 
changed to accommodate IP for AI-
generated outputs.
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I. Introduction 
What comes to mind when you are asked 

to think about “creativity”?  Perhaps your 
first thought is of someone who makes 
something that has never been made before, 
or does something in a completely new way. 
But then, after a bit more consideration, you 
realize that cannot quite be right—if 
something is completely unlike anything that 
is already known to a society, it might be 
considered too foreign, too weird, too 
inappropriate, to be a recognizable exercise 
of creativity. So then you progress to 
thinking that creativity involves a 
modification of a known thing, or a 
combination of two or more known things in 
a new way, or a new (and elegant) solution 
to a previously-unsolved problem. This often 
involves building on the expertise and 
insights of predecessors—“standing on the 
shoulders of giants,” as is sometimes said. 
See Goldberg 2018 p. 43. But can you “brute 
force” your way to creativity by iteratively 
and non-selectively working through 
combinations and variations until you get 
something “good”?  How do you select the 
problem or task?  How do you identify the 
permutations to work through? How do you 
know when you get something “good”?  

These are some of the core questions 
about creativity—human creativity. They 
have gained new relevance in the modern 
age of generative artificial intelligence (AI), 
which is an old field of AI research but 
surged into the public consciousness with 
the November 2022 public release of 
OpenAI’s ChatGPT (or, arguably, in the 
summer of 2019 with the publication of 
patent applications claiming to have been 
invented solely by an AI algorithm called 
DABUS).1  The textual outputs of ChatGPT 
and the image outputs of Dall-E and 
Midjourney, to name a few examples, are 
amazing feats of natural language 

 
1 E.g., https://www.surrey.ac.uk/news/world-first-patent-applications-filed-inventions-generated-solely-

artificial-intelligence (visited 13 June 2024); https://news.sky.com/story/chatgpt-turns-one-the-first-year-of-the-
chatbot-that-changed-the-world-13014185 (visited 13 June 2024). 

processing (NLP) in converting the lexical 
semantics of human-supplied prompts into 
computer code, and then generating outputs 
– text or images – that look like human-
generated outputs, (mostly) responsive to 
the prompt, and (mostly) constituting a 
finished product that did not exist before. 
Are those generative AI outputs “creative”?  
Are the generative AI platforms “creative”?  
What does that even mean? 

In answering—or perhaps refereeing—
these questions, intellectual property law 
plays an increasingly relevant role, as the 
legal field that protects creative outputs. 
That is, are AI outputs eligible for copyright 
and/or patent protection?  Under U.S. law, 
current doctrine is clear that copyright law 
requires an author, which must be human, 
and patent law requires an inventor, which 
likewise must be human. These U.S. 
holdings have applied regardless of whether 
the AI is claimed to have acted 
independently or generated text or images in 
response to human-entered prompts. In part, 
these rulings have depended on a formal 
positive-law analysis—meaning that the 
statutes are worded in such a way as to 
make clear that “author” and “inventor” refer 
to human beings. Copyright laws in the U.K. 
and E.U. largely track this observation, as 
does the U.K. Supreme Court’s ruling 
requiring a human inventor. 

Analysis to date begs the 
question whether the requirement 
of human authors and inventors is 
merely an artifact or is based on 
good and sufficient reasons to limit 
IP protection to humans. 

 

 

https://www.surrey.ac.uk/news/world-first-patent-applications-filed-inventions-generated-solely-artificial-intelligence
https://www.surrey.ac.uk/news/world-first-patent-applications-filed-inventions-generated-solely-artificial-intelligence
https://news.sky.com/story/chatgpt-turns-one-the-first-year-of-the-chatbot-that-changed-the-world-13014185
https://news.sky.com/story/chatgpt-turns-one-the-first-year-of-the-chatbot-that-changed-the-world-13014185
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To an extent, however, the analysis to 
date begs the question whether this 
statutory requirement of human authors and 
inventors is merely an artifact of historical 
assumptions built into the existing law or 
whether, instead, there are good and 
important reasons why intellectual property 
protections should be limited to humans. In 
part, the rationales stated in those rulings 
have implicitly endorsed the view that there 
is something special about the human 
creative contribution.  

But some have argued that if the AI 
outputs are “just as good as” some IP-
eligible human-generated counterparts, then 
it does not make sense to grant IP 
protection to the human-generated outputs 
while denying IP protection to the AI-
generated outputs. E.g., Abbott 2020; cf Yu 
2017. Arguments such as this tend to focus 
on the quality and characteristics of the 
output—the text or image being 
indistinguishable from that of a human 
author or artist, for example. As discussed 
below, we believe that a complete account 
of the role of creativity in IP eligibility 
requires a broader examination of not just 
the outputs but also the process by which 
they were made, as well as the importance 
of the social or societal milieu in which the 
process takes place and the output, or 
artifact, is made. 

Despite the relatively one-sided 
outcomes of recent cases (discussed 
below) concerning authorship and 
inventorship—a human creator remains 
necessary—we anticipate that there is a 

 
2 In talking about AI-generated outputs, we intentionally avoid question-begging characterizations by not 

referring to these outputs as “artifacts,” “inventions,” or similar terms normally and traditionally associated with 
human outputs.  Nor do we limit ourselves to what some in the literature have called “emergent works,” which has 
been defined as “works of apparently creative expression that arise from the operation of a program but cannot 
be traced directly to a human source.”  Boyden 2016 p. 379; see also Epstein 2023 pp. 1110-1111.  Arguably, 
outputs of generative AI tools, output in response to a human-entered prompt, fall outside the definition of 
“emergent works” even though they are clearly within the scope of AI-generated outputs addressed in this paper. 

3 Thomson Reuters Enterprise Centre GmbH v. Ross Intelligence Inc., D.Del. Case No. 20-cv-00613-SB; 
Getty Images (US), Inc. v. Stability AI, Inc., D.Del. Case No. 23-cv-00135-JLH;  DOE 1 v. GitHub, Inc., N.D. Cal. Case 
No. 22-cv-06823-JST; DOE 3 v. GitHub, Inc., N.D. Cal. Case No. 22-cv-07074-JST;  Andersen v. Stability AI Ltd., N.D. 
Cal. Case No. 23-cv-00203-WHO; P.M. v. OpenAI LP, N.D. Cal. Case No. 23-cv-03199-TLT; Kadrey v. Meta Platforms, 
Inc., N.D. Cal. Case No. 23-cv-03417-VC; J.L. v. Alphabet Inc., N.D. Cal. Case No. 23-cv-03440-AMO; Tremblay v. 
OpenAI, Inc., N.D. Cal. Case No. 23-cv-03223-AMO; Silverman v. OpenAI, Inc., N.D. Cal. Case No. 23-cv-03416-AMO; 

debate on the horizon over whether the laws 
should be changed to accommodate IP 
protections for AI-generated outputs.2  

There are many profound policy 
arguments underlying both sides of this 
debate, directed to the underlying purposes 
of the IP laws. These span economic policy, 
distributive justice, utilitarianism, and non-
instrumentalist accounts of the value of 
human engagement in creative enterprises. 
See generally, e.g., Merges 2011; 
O’Callaghan 2022 pp. 314-320. While these 
normative or justificatory arguments are 
important, they are beyond the scope of this 
paper. Instead, we focus on taking a closer 
look at “creativity,” which is frequently 
mentioned in the case law as a justification 
(or criterion) for limiting IP protection to 
certain human-generated outputs.  

Authors and inventors must be 
humans, the reasoning goes, 
because only humans are creative, 
and creativity is the sine qua non 
for intellectual property protection.  

 

In the meantime, another front has 
opened in the skirmish between copyright-
owning human creatives and generative AI 
platforms. As of early 2024, approximately 
twenty lawsuits have been filed by copyright 
owners and other creatives against various 
generative AI platforms,3 asserting that the 
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use of copyrighted material as AI training 
data infringes copyright and/or other rights 
held by the creators. In one case involving 
the use of human-drafted source code that 
was posted in an online repository as AI 
training data,4 the judge commented, “I have 
some difficulty in understanding how the 
training aspect of this product injures 
anybody’s rights, because if [I] can get a 
GitHub account and go on and read all of it 
until [my] heart’s content, why can’t a 
software program do the same thing?  Why 
does that violate any right?”5 The judge’s 
question hints at a core issue underlying 
patent and copyright protection. These IP 
doctrines protect exercises of creativity, but 
creativity is not entirely out-of-the-blue and 
acontextual. Creative work is often (perhaps 
always) influenced by prior works, and our 
instinctual understandings of what is or isn’t 
creative are apparently influenced by an 
understanding of the concept. See, e.g., 
Buccafusco 2022.  

What, then, is “creativity”?  Within the 
broader, global, question about creativity is a 
narrower set of questions about what kind 
of creativity is necessary and sufficient to 
render an artifact IP-eligible. If nonhumans 
(including AI) engage in something that ticks 
all the relevant boxes for “creativity,” does 
that negate the reasons for distinguishing 
between humans and those nonhumans in 
terms of whose outputs can get IP 
protection?  Or, conversely, if we can clearly 
see that, however much the nonhuman’s 
outputs “look just like” human outputs, they 
are deficient in some important criterion, 
does that bolster the reasons for continuing 

 
T. v. OpenAI LP, N.D. Cal. Case No. 23-cv-04557-VC; Chabon v. OpenAI, Inc., N.D. Cal. Case No. 23-cv-04625-AMO; 
Authors Guild v. OpenAI Inc., S.D.N.Y. Case No. 23-cv-08292-SHS; Concord Music Group, Inc. v. Anthropic PBC, M.D. 
Tenn. Case No. 23-cv-01092; The New York Times Company v. Microsoft Corp., S.D. N.Y. Case No. 23-cv-11195-
SHS; Huckabee v. Meta Platforms, Inc., N.D. Cal. Case No. 23-cv-06663-VC; Basbanes v. Microsoft Corp., S.D. N.Y. 
Case No. 24-cv-00084-SHS. 

4 DOE 1 v. GitHub et al., N.D. Cal. Case No CV-22-06823-JST (May 4, 2023 hearing, Dkt. No. 91). 
5 Id. Tr. pp. 27-28. 
6 Reflecting the training and experience of the working group’s members, we focus heavily on U.S. law, 

with some discussion of U.K. law. Other nations’ legal systems, to the extent they differ from these two, are 
outside the scope of this paper. 

to deny IP protection to those outputs? 

The authors of this white paper, a 
multidisciplinary group of lawyers, 
philosophers, computer scientists, 
mathematicians, design theorists, and 
psychologists, aim to provide a preliminary 
account of creativity that could productively 
inform debates about whether and under 
what conditions IP rules should recognize 
AI-produced artifacts.    

This paper broadly follows the following 
structure. First, Section II introduces the 
proposition that IP laws are founded on 
encouraging and rewarding creativity. The 
legal materials drawn on to support this 
view primarily relate to U.S. law, 
interspersed with some E.U. and U.K. 
materials as well. We wish to demonstrate 
that this view is widely accepted and 
conventional.6  Then, Section III provides an 
account of creativity that draws from both 
neuroscience and philosophy. Third, Section 
IV compares our account of creativity with 
the aspects of creativity that appear to be 
particularly valued by copyright and patent 
law. Section V considers how generative AI 
may hamper the quality and diversity of both 
human creativity and AI-generated outputs. 
Section VI turns to the question whether 
generative AI and AI outputs can be said to 
satisfy the components of creativity that are 
relevant to the IP laws. And finally, Section 
VII concludes with an overview of some of 
the questions to come about AI and law—
questions that are explicitly not part of the 
AI-authorship and AI-inventorship debates, 
but are likely to arise soon, and perhaps 
inevitably will arise sooner than we expect. 
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II. The Requirement of 
Human Authors and 
Inventors Under 
Copyright and Patent 
Law, and the 
Underlying Value of 
Creativity 

In this section, we provide a brief outline 
of U.S. copyright and patent law, showing 
that the requirement for human authors and 
inventors is related to the proposition that 
the IP laws have as one aim to support and 
reward human creativity. We also address 
selected analogous provisions in the IP laws 
of the U.K and E.U. 

Cases from both patent and copyright 
law are clear that the U.S. Constitution’s 
Patents and Copyright Clause, Article I, 
Section 8, has as a main purpose to 
encourage and reward creative effort by 
authors and inventors. The IP Clause “is 
intended to motivate the creative activity of 
authors and inventors by the provision of a 
special reward ...” E.g., Bouchat v. Baltimore 
Ravens Ltd. Partnership, 737 F.3d 932, 936 
(4th Cir. 2013) (citing Sony Corp. Of Am. v. 
Universal City Studios, Inc., 464 U.S. 417, 429 
(1984)). Below we address in more detail 
case law specific to the enacting statutes 
for copyrights and patents. 

 

 

 

 

 

 
7 Copyright “protection is given only to the expression of the idea—not the idea itself.” Mazer v. Stein, 347 

U.S. 201, 217 (1954). 
8 U.S. Copyright Office Review Board, Decision Affirming Refusal of Registration of A Recent Entrance to 

Paradise (Feb. 14, 2022), https://www.copyright.gov/rulings-filings/review-board/docs/a-recent-entrance-to-
paradise.pdf. 

 

A. Core Aspects of Copyright 
Doctrine  

1. United States  

It is well-established in U.S. law that in 
order for an artifact to be copyrightable, it 
must be expressed in tangible form7 and 
must have an author (or artist, composer, 
etc.). See 17 U.S.C. § 102 (extending 
copyright protection to “original works of 
authorship fixed in any tangible medium”). 
The term “author” refers exclusively to 
humans. “An original work of authorship is a 
work that is independently created by a 
human author and possesses at least some 
minimal degree of creativity.” U.S. Copyright 
Office, Compendium of U.S. Copyright Office 
Practices (3d ed. 2021) § 306. See also 
Naruto v. Slater, 888 F.3d 418, 426 (9th Cir. 
2018) (crested macaque in “monkey selfie” 
case lacks standing because only humans 
have statutory standing under Copyright Act; 
“author” must be a human).  This has led at 
least one commentator to flatly assert that 
protection of “emergent works” is 
“impossible” because “the whole system of 
copyright law … operate[s] in the notation of 
human creativity.”  Blaszczyk 2023 pp.2-3. 

Three recent determinations illustrate the 
U.S. Copyright Office’s policy concerning AI-
generated images and creativity. In Thaler v. 
Perlmutter, 687 F.Supp.3d 140 (D.D.C. 2023), 
the D.C. District Court upheld the Copyright 
Office’s denial of a copyright registration8 
for “A Recent Entrance to Paradise,” which 
was alleged to be created solely by DABUS, 
an AI. This image is below: 

https://www.copyright.gov/rulings-filings/review-board/docs/a-recent-entrance-to-paradise.pdf
https://www.copyright.gov/rulings-filings/review-board/docs/a-recent-entrance-to-paradise.pdf
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In February 2023, the Copyright Office 
revoked a previously-issued copyright 
certificate for a graphic novel called Zarya of 
the Dawn, based on newly-discovered 
information that the human author, Kristina 
Kashtanova, had used the Midjourney 
generative AI tool to create the images in 
the graphic novel. Ultimately, the Copyright 

 
9 U.S. Copyright Office, Cancellation Decision re: Zarya of the Dawn (VAu001480196) (Feb. 21, 2023), 

https://www.copyright.gov/docs/zarya-of-the-dawn.pdf. 

Office allowed a registration for the text 
(which Kashtanova wrote) and the 
arrangement of text and images in the final 
product, but not for the images alone.9  
Images from Zarya of the Dawn are 
reproduced below: 

  

https://www.copyright.gov/docs/zarya-of-the-dawn.pdf
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Third, in September 2023, the Copyright 
Office denied copyright registration to Jason 
Allen’s work, “Théâtre D’opéra Spatial.” The 
final work involved an AI-generated work 
that Allen then spent substantial time 
refining. Allen refused to disclaim the AI-
generated material, so the Copyright Office 
denied registration.10 Allen’s work gained 
notoriety in 2022 after it won first place in its 
category at the Colorado State Fair.11 This 
image is below: 

 

On March 16, 2023, the U.S. Copyright 
Office issued a statement of policy 
concerning works containing material 
generated by AI. 88 FR 16190 (March 16, 
2023). This policy statement reiterated that 
“it is well-established that copyright can 
protect only material that is the product of 
human creativity.” Id. at 16191. The 
statement explained, in the case of 
generative AI, “when an AI received solely a 

 
10 U.S. Copyright Office, Decision re Refusal to Register Théâtre D’opéra Spatial (SR # 1-11743923581) 

(September 5, 2023), https://www.copyright.gov/rulings-filings/review-board/docs/Theatre-Dopera-Spatial.pdf.  
11 See https://www.smithsonianmag.com/smart-news/artificial-intelligence-art-wins-colorado-state-fair-

180980703/ (visited June 25, 2024). 
12 Mitchell Bros. Film Group v. Cinema Adult Theater, 604 F.2d 852, 856 (5th Cir. 1979) (“The purpose 

underlying the constitutional grant of power to Congress to protect writings is the promotion of original writings, 
an invitation to creativity.”). 

13 Atari Games Corp. v. Oman, 979 F.2d 242, 244 (D.C. Cir. 1992) (citing Feist Publications, Inc. v. Rural Tel. 
Serv. Co., 499 U.S. 340 (1991)). In re Trade-Mark Cases, 100 U.S. 82, 94 (1879) (writings are “founded in the 
creative powers of the mind” and “the fruits of intellectual labor ...”); see also Burrow-Giles Lithographic Company v. 
Sarony, 111 U.S. 53, 58-59 (1884) (“‘[A]uthor,’ in its constitutional sense, has been construed to mean an 
‘originator,’ ‘he to whom anything owes its origin.’”). 

prompt from a human and produces 
complex written, visual, or musical works in 
response, the ‘traditional elements of 
authorship’ are determined and executed by 
the technology—not the human user.” Id. at 
16192. Accordingly, human “users do not 
exercise ultimate creative control” over the 
AI-generated works and they are not 
copyright-eligible. Id. Varying conclusions 
about copyrightability may be possible on a 
case-by-case basis, depending on “how the 

AI tool operates and how it was 
used to create the final work.” Id. 

As the Copyright Office’s policy 
statement emphasizes, the human 
authorship requirement is rooted 
in protecting and rewarding 
creativity. Justice Sotomayor 
echoed this in Andy Warhol 
Foundation for the Visual Arts, Inc. 
v. Goldsmith, 598 U.S. 508, 526 
(2023), “The Copyright Act 
encourages creativity by granting 
to the author of an original work ‘a 
bundle of exclusive rights.’” This 
has long been the case.12 To 

qualify as a “work of authorship” requires 
“on statutory and constitutional grounds 
[that there be] a modicum of creativity.”13  

However, the threshold of creativity 
required is low, but non-zero. The Supreme 
Court stated in 1991,  “A work satisfies the 
originality requirement as long as it 
possesses some ‘creative spark,’ no matter 
how crude, humble or obvious it might be.” 
Feist Publications, Inc. v. Rural Tel. Serv. Co., 

https://www.copyright.gov/rulings-filings/review-board/docs/Theatre-Dopera-Spatial.pdf
https://www.smithsonianmag.com/smart-news/artificial-intelligence-art-wins-colorado-state-fair-180980703/
https://www.smithsonianmag.com/smart-news/artificial-intelligence-art-wins-colorado-state-fair-180980703/
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499 U.S. 340, 358 (1991). Under this 
standard, living gardens and the teachings 
of non-human spirits are not 
copyrightable.14 In other words, “The 
standard of originality is low, but it does 
exist.” Feist, 499 U.S. at 362. The originality 
requirement can be satisfied by making 
“non-obvious choices” from “among more 
than a few options,” evincing “some 
inventiveness and imagination,” which may 
include “choices about style and setting” or 
“decisions about what materials to include 
and how to organize them.”15  

And the Copyright Office, which registers 
copyrights in the U.S., does not engage in 
substantive evaluation about “how good” or 
“how creative” a work is, provided it meets 
the minimum threshold of creativity. U.S. 
Copyright Office, Compendium of U.S. 
Copyright Office Practices (3d ed. 2021) § 
310.2 (Copyright Office “does not consider 
the aesthetic value, artistic merit, or intrinsic 
quality of a work.”).16 “The pursuit of 
creativity requires freedom to explore into 
the gray areas, to the cutting edge, and even 
beyond.”17  

 

2. United Kingdom and 
European Union  

Both E.U. law and consequently U.K. law, 
which still follows the E.U. copyright acquis, 
also require human authors for creative 
works. Citing to the Berne Convention on 

 
14 See Urantia Foundation v. Maaherra, 114 F.3d 955 (9th Cir. 1997) (book containing the alleged teachings 

of non-human spiritual beings was copyrightable; requirement that there be “some element of human creativity” 
satisfied by humans’ formulation of questions to the spiritual beings, selection and arrangement of their 
revelations, and organization and order of the resulting book); Oliver v. Saint German Foundation, 41 F.Supp. 296 
(S.D. Cal 1941) (no copyright protection for text allegedly dictated to copyright claimant by spirit of a deceased 
person);  Kelley v. Chicago Park Dist., 635 F.3d 290, 303 (7th Cir. 2011) (living garden designed by landscape 
architect not copyrightable). 

15 Premier Dealer Services, Inc. v. Allegiance Administrators, LLC, 93 F.4th 985, 989 (6th Cir. 2024) (cleaned 
up); compare Ragan v. Berkshire Hathaway Automotive, Inc., 91 F.4th 1267, 1270 (8th Cir. 2024) (basic customer 
intake sheet lacks sufficient originality to be copyrightable; it fails to “exhibit some degree of creativity”). 

16 See also Mitchell Bros. Film Group v. Cinema Adult Theater, 604 F.2d 852, 856 (5th Cir. 1979) (Congress 
determined that “constitutional goal of encouraging creativity would not be best served if an author had to 
concern himself not only with the marketability of his work but also with the judgment of government officials 
regarding the worth of the work”). 

17 Id. 

Copyright, the Court of Justice of the 
European Union observes declared that 
“copyright within the meaning of [relevant 
E.U. law] is liable to apply only in relation to 
a subject-matter which is original in the 
sense that it is its author's own intellectual 
creation.” [Case C-5/08 Infopaq 
International [2009] ECR I-6569, at [37]]. 
Under E.U./U.K. law, once it has been 
decided that the subject matter is of the kind 
which allows free and creative choice to be 
made, the analysis then turns to whether the 
presumptive author sufficiently exercised 
these choices in a manner which reflects the 
author’s personality. In a dispute over 
whether a portrait photograph qualifies for 
protection, the Court emphasized that the 
test was whether that work “is an intellectual 
creation of the author reflecting his 
personality and expressing his free and 
creative choices in the production of that 
photograph.” [Case C-145/10, Painer v. 
Standard Verlags GmbH, 2011 E.C.R. I-12533, 
at [99]]. “By making those various choices 
[relating to background, lighting, framing, the 
viewing angle etc], the author of a portrait 
photograph can stamp the work created 
with his ‘personal touch’.” (Ibid, [92]). For 
broadly similar reasons, the [non-binding] 
Advocate General’s Opinion concluded: “only 
human creations are . . . protected” under 
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copyright law.18 This underscores the 
requirement for human authorship. 
Copyright legislation in the E.U. is also 
premised on legal protection fostering this 
human creativity.19   

However, there is a curious exception in 
the U.K. statute, authorizing copyrights for 
shortened terms for computer-generated 
works. Copyright, Designs and Patents Act 
(1988) §§ 12(7) (“If the work is computer-
generated … copyright expires at the end of 
the period of 50 years from the end of the 
calendar year in which the work was made”), 
178 (“‘computer-generated’, in relation to a 
work, means that the work is generated by 
computer in circumstances such that there 
is no human author of the work”), 9(3) 
(“[T]he author [of a computer-generated 
work] shall be taken to be the person by 
whom the arrangements necessary for the 
creation of the work are undertaken.”). This 
statutory provision, enacted in 1988, has not 
been tested in the current era of generative 
AI. It is, however, beginning to attract 
scholarly attention in this regard.  E.g., Lee 
2021. 

B. Core Aspects of Patent Doctrine 
in the U.S. 

Patent law in the U.S. requires that there 
be an identified inventor. 35 U.S.C. § 100 

 
18 [Opinion of Advocate General Trstenjak, Case C‐145/10, Painer v. Standard Verlags GmbH, 2011 E.C.R. 

I-12533, at [121]].   
19 E.g., Directive 2001/29, Recital 4 (“A harmonised legal framework on copyright and related rights, 

through increased legal certainty and while providing for a high level of protection of intellectual property, will 
foster substantial investment in creativity and innovation, including network infrastructure. …”, Recital 9 (“Any 
harmonisation of copyright and related rights must take as a basis a high level of protection, since such rights are 
crucial to intellectual creation...”).  Stech 2021 p. 235 (“While ‘author’s own intellectual creation’ is European 
verbiage describing the floor for authorial originality [for the E.U.], it is equally serviceable in the United States and 
elsewhere.”). 

20 Ruling on the U.K. version of the same patent application, the U.K. Supreme Court recently reached the 
same conclusion. Thaler v. Comptroller Thaler v. Comptroller-General of Patents, Designs and Trademarks [2023] 
UKSC 49. (https://www.supremecourt.uk/cases/docs/uksc-2021-0201-judgment.pdf) 

21 E.g., Beech Aircraft Corp. v. EDO Corp., 990 F.2d 1237, 1248 n.23 (Fed. Cir. 1993) (“only natural persons 
can be ‘inventors’”); Karrer v. United States, 152 F.Supp. 66, 69 (Ct. Cl. 1957) (“In the United States a patent 
application can be filed only by a natural person, the inventor …”). 

22 Under the so-called patent bargain, “inventors are awarded a limited monopoly through a patent grant 
to incentivize their creative effort, but after that limited time expires, the invention becomes available to the 
public.” Suppes v. Katti, 710 Fed. Appx. 883, 888 (Fed. Cir. 2017). 

(“The term ‘inventor’ means the individual ... 
who invented or discovered the subject 
matter of the invention.”), § 101 (“Whoever 
invents or discovers ...”), § 102 (“A person 
shall be entitled ...”). The inventor must be 
human. Thaler v. Vidal, 43 U.S. 4th 1207 (Fed. 
Cir. 2022) (DABUS, an AI, cannot be an 
inventor).20 Several earlier U.S. rulings, 
considering whether corporations could be 
inventors, also concluded that an inventor 
must be a human.21  

In requiring a human inventor, U.S. patent 
law similarly serves the aim of human 
creativity. See Bonito Boats, Inc. v. Thunder 
Craft Boats, Inc., 489 U.S. 141, 162, 167 
(1989) (referencing the “quid pro quo of 
substantial creative effort required by the 
federal [patent] statute” as part of the patent 
bargain, or “careful balance between public 
right and private monopoly to promote 
certain creative activity”).22  The association 
between invention and creativity has long 
been part of the animating reasoning for 
patenting. E.g., Calkins v. Oshkosh Carriage 
Co., 27 F. 296, 298-299 (E.D. Wis. 1886) (“a 
device which displays only the expected skill 
of the maker’s calling, and involves only the 
exercise of ordinary faculties of reasoning 
upon materials supplied by special 
knowledge and facility of manipulation 
resulting from habitual intelligent practice, is 

https://www.supremecourt.uk/cases/docs/uksc-2021-0201-judgment.pdf
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in no sense a creative work of inventive 
faculty, such as the constitution and patent 
laws aim to encourage and reward.”). In In re 
Beineke, 690 F.3d 1344, 1351 (Fed. Cir. 
2012), the Federal Circuit emphasized that 
provisions in the Patent Act covering plant 
patents should be interpreted to reflect 
“Congress’s understanding that patent 
protection was available only for plants 
resulting from human creative efforts by the 
patent applicant, and not for found plants.”23  

Under the Patent Act, an invention must 
be “new and useful.” 35 U.S.C. § 101. 
Novelty is measured in two ways. First, if the 
invention was disclosed in a single “prior 
art” reference (e.g., a printed publication that 
was publicly available before the patent 
application’s effective filing date), it is said 
to be “anticipated” by the prior art. 35 U.S.C. 
§ 102. Second, a claimed invention is not 
novel if it “would have been obvious before 
the effective filing date of the claimed 
invention to a person having ordinary skill in 
the art [(“POSITA”)] to which the claimed 
invention pertains.” 35 U.S.C. § 103. That is, 
if the claimed invention would have been 
obvious to a POSITA at the time of the 
patent application, then it is not novel. 

Until the mid-20th century, this non-
obviousness requirement in patent law was 
often articulated using a turn of phrase 
referencing a “flash of creative genius” as 
the act of invention. See Cuno Corp. v. 
Automatic Devices Corp., 314 U.S. 84, 91 
(1941) (to be patentable, an invention “must 

 
23 Similarly, Dolly the sheep clone was not patentable because she was just a time-delayed version of her 

exact genetic replica donor mammal. In re Roslin Institute (Edinburgh), 750 F.3d 1333, 1337 (Fed. Cir. 2014). 
24 See also Picard v. United Aircraft Corp., 128 F.2d 632, 640 (2d. Cir. 1942) (Frank, J., concurring) 

(discussing progression of inventive research, from “creative genius” of people like Thomas Edison, to “modern 
large-scale research laboratories and modern scientific techniques”). 

25 PharmaStem Therapeutics, Inc. v. ViaCell, Inc., 491 F.3d 1342, 1377-1378 (Fed. Cir. 2007) (Newman, J., 
dissenting) (“The patent law recognizes that advances of great power may be based as much on persistent and 
skilled investigation as on the flash of creative genius, for both serve to transcend that which was previously 
achieved.”). 

26 See also Intellectual Ventures I LLC v. Capital One Financial Corp., 280 F.Supp.3d 691, 698 (D. Md. 2017) 
(“...we value innovation that leads to new inventions that advance science and technology, protecting that creative 
effort by issuing patents.”); Telebrands Direct Response Corp. v. Ovation, 802 F.Supp. 1169, 1179 (D.N.J. 1992) 
(“This Court ... recognizes the importance of rewarding inventors for their creative genius and protecting their 
intellectual property rights from infringers.”). 

reveal the flash of creative genius”). But this 
was supplanted by a more structured 
analysis of obviousness by the Supreme 
Court’s rulings in Graham v. John Deere, 383 
U.S. 1 (1966) and KSR Int’l Co. v. Teleflex, 
Inc., 550 U.S. 398 (2007).24  

As subsequent rulings noted, the 
Graham/KSR cases reframe the standard for 
non-obviousness so that it may be achieved 
either by a “spark of creative genius” or by 
more methodical investigation. “Generally, a 
patent may be obvious if it lacks skill and 
ingenuity that characterizes a patentable 
invention. However, a nonobvious invention 
can arise from systemic experimentation as 
well as from a flash of creative genius.” 
Braintree Laby’s, Inc. v. Novel Laby’s, No. 11-
cv-1341-PGS, 2013 WL 2970739, *21 (D.N.J. 
June 4, 2013).25 

But the shift from the poetic “flash of 
creative genius” rhetoric to the standards 
articulated in Graham and KSR did not 
eliminate the creativity requirement. 
Invention as an act of creativity remains part 
of the discourse. For example: “Inventors 
are impelled to invest in creative effort by 
the expectation that, through procurement 
of a patent, they will obtain [a right to 
exclude others].” Biotechnology Industry 
Organization v. District of Columbia, 496 F.3d 
1362, 1372 (Fed. Cir. 2007).26 This 
expansion also accords with evolving 
understandings of creativity.  Fromer 2010 
pp. 1462-1463 (“Contrary to popular images 
of serendipitous discoveries in the sciences 
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and instantaneous aesthetic breakthroughs, 
creativity is hard work.”). 

Further, the creativity characterization of 
invention can be reconciled with the notion 
that methodical investigation can yield non-
obvious inventions.  Not all methodical 
investigations will result in patentable 
inventions. For example, if the investigative 
techniques or experiments would have been 
“obvious to try” to a POSITA at the time of 
the invention, that can be tantamount to 
obviousness. In other words, even if the 
results are not known, if there was a 
recognized problem or need in the art, and 
there were a finite number of identified, 
predictable alternatives, combined with a 
reasonable expectation that one of those 
alternatives will provide a successful 
solution, then the claimed invention could be 
deemed obvious and therefore 
unpatentable. See Manual of Patent 
Examining Procedure § 2143(E). “The 
rationale to support a conclusion that the 
claim would have been obvious is that ‘a 
person of ordinary skill has good reason to 
pursue the known options within his or her 
technical grasp. If this leads to the 
anticipated success, it is likely that product 
[was] not of innovation but of ordinary skill 
and common sense. In that instance the fact 
that a combination was obvious to try might 
show that it was obvious under § 103.’” Id. 
(quoting KSR, 550 U.S. at 421).  Other cases 
have distinguished patentably inventive 
contributions from activities that are 
unpatentably obvious combinations of 
known teachings on the basis that a 
“motivation to combine” known teachings 
(which would render the combination 
obvious) may be found in the “background 
knowledge, creativity, and common sense of 
the [POSITA].” Intercontinental Great Brands, 
LLC v. Kellogg N.A. Co., 869 F.3d 1336, 1345 
(Fed. Cir. 2017) (citing KSR, 550 U.S. at 418-
421); Plantronics, Inc. v. Aliph, Inc., 724 F.3d 
1343, 1354 (Fed. Cir. 2013) (same).  Thus, 

 
27 Here, we are focused on developing the concept in sufficient detail to address questions of creativity 

in IP and AI, without undertaking to provide an exhaustive literature survey. 

just as creativity is an animating feature of 
copyright, it also underlies patent law as 
well. 

III. A Conceptual 
Account of Creativity 

Having established the centrality of 
creativity to the requirement that authors 
and inventors be human, particularly under 
U.S. copyright and patent law, we turn now 
to an in-depth analysis of creativity. 

Core aspects of creativity are well-
established in philosophical, neuroscientific, 
and psychological literature.27  Most 
accounts of creativity include both an 
external component (e.g., manifestations of 
ideas, including made artifacts) and a 
mental component (e.g., a person’s thought 
process). As we discuss below, both 
components are not only necessary 
elements for a complete account of 
creativity, but both are also incorporated into 
IP law’s requirements.  See generally Boden 
2004; Paul and Kaufman 2014. And there is 
a third requirement, sometimes discussed 
separately, and sometimes embedded and 
only implicit in discussions of the external 
and internal components: the social milieu 
in which creativity happens. 

Creativity includes three core 
elements: external (artifacts), 
subjective (psychological), and 
social context. 

 

Additionally, there are numerous different 
continuums along which the magnitude of 
creativity, or some quality of creativity is 
assessed. For example, Marcus du Sautoy 
(discussing the work of Margaret Boden) 
identifies three types of creativity, ranked 
from common to rare. The most common, 
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he asserts, is “exploratory creativity,” where 
the creative act still adheres to the 
established rules and paradigms, and only 
nibbles at the edges. Less common is 
“combinatorial creativity,” in which two 
different, often unrelated, constructs are 
combined to provide some interesting new 
insight. And finally, rarely, comes the 
category of “transformational creativity,” 
which Du Sautoy refers to as “phase 
changes,” where the creative act introduces 
some new and completely different 
paradigm. Du Sautoy 2019 pp. 9-11; see also 
Boden 2004.  

Another continuum is the community for 
which a particular act or artifact is deemed 
creative. Most narrowly, something may be 
creative only for the single person involved. 
Consider, for example, a drawing made by a 
young child; the drawing may reflect the 
child’s creativity even as it is highly similar 
to other drawings made by other children. 
Most profoundly, an act or insight may be 
creative vis-a-vis society at large. Boden 
folds this into her distinction between 
“historical creativity” (“H-creativity”) and 
“psychological creativity” (“P-creativity”). 
Boden 2004 pp. 2-3, 43-44. In Boden’s 
account, H-creativity is that which is new to 
“the whole of human history,” while P-
creativity is that which is new to the person 
having the creative idea. Boden 2004 p. 43. 
At an intermediate waypoint, something may 
be creative as to a particular community, for 
example, one defined in terms of geography, 
interest, or specialized domain expertise. 
See Abraham 2018 p. 9. These acts and 
insights may often be considered 
transformational, though transformational 
acts of creativity may also be situated within 
particular communities of interest. Abraham 
2018 pp. 9-10. 

A. External Creativity (Creativity of 
Artifacts) 

Discussions of creativity often begin with 

 
28 Both patent and copyright law include a requirement of tangible items—copyright requires expression 

in a tangible form and patent requires reduction to practice. 

reference to a thing—a text, image, or 
performance, for example—as “creative.” 
Some things that we might want to call 
creative in a broad sense are not human-
generated. One often-repeated example is 
the products of evolution in nature. These 
could be said to be “creative” in some broad 
sense. But of course it is not possible to 
obtain patents on laws of nature or to get 
copyrights on naturally-occurring 
phenomena, such as snowflake patterns.  

As such, we know there must be 
something more besides just being new and 
useful (and surprising). To get at this, we 
focus on “ideas” and “artifacts” as subsets 
of “things.” Margaret Boden emphasizes 
that “ideas” and “artifacts” are, by definition, 
the products of psychological processes. 
Boden 2014 p. 227, 233-234. Following 
Boden’s nomenclature, we use “thing” to 
refer to a physical manifestation, “idea” as 
the product of a mental process that is not 
physically manifested, and “artifact” as a 
physical manifestation that was generated 
at least in part through psychological 
processes. In short, a tree and a cloud are 
things but not artifacts. Figuring out how to 
repair a motorcycle is an idea. A painting is 
an artifact. Although it might be argued that 
some intangibles, such as an oration or a 
dance performance, are also artifacts, for 
the purpose of this paper we will limit our 
use of the term to tangible items.28 

Common definitions of creativity in 
reference to artifacts focus on two, 
sometimes three elements: that it is new, 
valuable, and (sometimes) surprising. 
Margaret Boden is often credited with 
articulating this definition. See Boden 2004 
pp 1, 40-41. Newness (or novelty) and value 
are both highly variable terms, suggesting 
both variable frames of reference (new to 
the creator or society, valuable in a 
sentimental, scientific or monetary sense, 
for example) and society-dependent 
assessments (there must be some social 
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milieu at a particular point in time making 
the assessment of value). Anna Abraham 
has provided a more expansive presentation 
of the first two elements in the following 
Venn diagram: 

 

Abraham 2018 p. 8.  

Abraham’s account highlights the range 
of ways that something can be considered 
original. She also subsumes “valuable” 
within a broader category that she labels 
“appropriate.”29 This highlights the extent to 
which this element of creativity depends on 
social context. In addition to “value,” which 
suggests monetary or market-based 
considerations, Abraham has also included 
terms like “relevant,” “suitable,” and has 
labeled the overall category “appropriate.” 
Thus, to be considered “creative,” things 
cannot simply be randomly generated or 
randomly recombined versions of existing 
things even if the combination happens to 
be novel. At the same time, some artifacts 
are considered “creative” because of some 
particular relevance or salience (to the 
relevant audience, whether just the creator 
or some broader group or community), even 
if there is little or no market value for the 

 
29 See also Fromer 2010 p. 1459. 
30 Because we emphasize the extent to which external creativity implicates the subjective assessment of 

the community (e.g., in determining value), we believe it is more appropriate to label this category as “external” 
rather than “objective.” 

artifact. 

Like value, originality is also sometimes 
assessed in relation to a relevant 
community of interest. Sometimes, the 

originality is just whether it is 
new to the person creating it; 
sometimes it is a group; 
sometimes it is society at 
large. As we have seen above, 
Boden folds this continuum 
into her accounts of creative 
things versus creative 
processes, calling something 
that is novel to society 
“historically creative” or “H-
creative,” and calling 
something that is novel to the 
individual creator 
“psychologically creative” or 
“P-creative.” She 

acknowledges that for something to be H-
creative, it must also be P-creative. Boden 
2004 pp. 2-3, 43-44. Others, such as Bence 
Nanay, adopt a different framework, one that 
distinguishes between the things or 
artifacts, on the one hand, and the people or 
mental processes, on the other hand. Nanay 
2014 pp. 18-23. Drawing on earlier 
scholarship, Nanay defines subjective 
creativity as “a property of persons or their 
minds,” and contrasts this with what he calls 
“objective creativity”30 as “a property ... of 
created works.” Nanay 2014 p.18. 

At least initially, Marcus Du Sautoy 
appears to regard this external aspect of 
creativity as independently sufficient to 
provide an account of AI-creativity. In 
particular, he discusses several experiences 
of AI algorithms devising new strategies for 
winning various games, including breakout 
(a paddle-and-bricks video game), chess, 
and Go. In each case, acting within the rules 
of the game, the algorithm employed new 
strategies or sequences that proved more 
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successful than the accepted conventional 
strategies. Du Sautoy 2019 pp. 16-39.31 
Identifying the ways in which the AI 
strategies were new, valuable and 
surprising, he concludes that they were 
creative. However, limiting the definition of 
creativity in this manner would allow for a 
conclusion that some natural phenomena, 
such as adaptive genetic mutations, are also 
creative. See Boden 2019 pp. 173 et seq. But 
if Du Sautoy’s argument is that the AI 
algorithm AlphaGo is creative in the same 
way that nature is creative, that is unrelated 
to the inquiry in this paper, concerning what 
kind of creativity is necessary to support IP 
eligibility. Natural phenomena are ineligible 
for IP protection. In later chapters, where he 
discusses art, Du Sautoy seems to come 
around to a more expansive viewpoint, at 
least in some circumstances: “Art is 
ultimately an expression of human free will 
and until computers have their own version 
of this, art created by a computer will always 
be traceable back to a human desire to 
create.” Du Sautoy 2019 p. 98. 

In sum, there is a sense, external to the 
maker’s state of mind, in which we can refer 
to things and ideas and artifacts as creative. 
In so doing, under commonly-adopted 
definitions, we are saying that the thing (or 
idea or artifact) is creative because it is new 
and valuable—and possibly also that it is 
surprising. As we will see below, at least 
value and surprisingness cannot be 
assessed in a vacuum; they require 
assessment within a social context. 

B. Subjective Creativity (Creativity 
of Mental Processes) 

In addition to the externally-focused 
conception of creativity in relation to 
artifacts, much has been written about the 
mental process of creativity. Sometimes it is 
expressed as a “flash of genius,” or “divine 
inspiration” or other involuntary and sudden 

 
31 But see https://www.vice.com/en/article/v7v5xb/a-human-amateur-beat-a-top-go-playing-ai-using-a-

simple-trick (accessed June 27, 2024) (reporting that humans have more recently identified a tactic enabling the 
human to beat an AI at Go). 

occurrences. But sometimes creative insight 
is the product of considerable effort, work, 
and iterative refinement. Nanay adds the 
observation that a person who experiences 
an idea as creative “experiences it as 
something she has not taken to be possible 
before.” Nanay 2014 p.23 (emphasis 
omitted). As a consequence of Nanay’s 
additional gloss, the process of engaging in 
research via the performance of “brute 
force” iteration through a large number of 
permutations that were imaginable but 
perhaps not tried before is not creative. 
Nanay 2014 p.25. 

The literature is replete with discussions 
of various aspects of human psychology as 
they relate to creativity. For example, is it a 
conscious or unconscious process?  See 
generally Baumeister 2014. Is an act of 
creativity an intentional act?  See Kieran 
2014 pp.126-127; Boden 2014 pp. 233-234. 
What role does domain knowledge or 
expertise play?  See, e.g., Kieran 2014 pp. 
130-131, 141-142; Abraham 2018 p. 57 
(“increased fluency is linked to an increased 
likelihood of more remote or unusual 
associations”). 

The accounts we find most persuasive 
involve interplay between what is 
sometimes referred to as divergent and 
convergent thinking. As Elizabeth Picciuto 
and Peter Carruthers explain: “Divergent 
thinking is associated with defocused 
attention, which involves more defocused 
thought. Out-of-left-field generation of ideas 
comes about via divergent thinking. 
Convergent thinking is more rigorous and 
analytical and is associated with focused 
attention.” Picciuto 2014 p. 207. See also 
Abraham 2014 pp.34-38, 81. Neurologically 
speaking, divergent thinking is associated 
with the “default mode network” (DMN), 
which is the part of a brain that is active 
when we’re not engaged in any particular 
task, such as when we are daydreaming or 

https://www.vice.com/en/article/v7v5xb/a-human-amateur-beat-a-top-go-playing-ai-using-a-simple-trick
https://www.vice.com/en/article/v7v5xb/a-human-amateur-beat-a-top-go-playing-ai-using-a-simple-trick
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sleeping. Goldberg 2018 pp. 53-54. 
Convergent thinking is associated with the 
“central executive network” (CEN), which is 
the part of our brain we use when focused 
on a particular task, leading the CEN to be 
characterized as “task-positive.” Id. p. 53.   
See also Bartholomew p. 387 n.168 & 
accompanying text. 

At the risk of oversimplification, the 
default mode network is free to wander, 
sometimes calling up ideas or knowledge 
from disparate subject areas into 
overlapping or adjacent brain regions. Much 
of the time, the activity of the DMN is 
entirely routine, or the overlaps it presents 
are nonsensical, irrelevant, fleeting. But 
sometimes something that is novel and 
relevant will emerge from the DMN that gets 
noticed. Elkhonon Goldberg describes this 
noticing function as being performed by the 
“salience network” (SN) of the brain. 
Goldberg 2018 pp. 54-56. Getting noticed 
may then trigger the CEN to focus and pay 
attention. Id. Additionally, the DMN and SN 
may be primed to notice particular things, 
based on current or recent CEN-directed 
efforts to solve a particular problem, and in 
the context of particular domain expertise. 
Hence there are many stories of someone 
working very hard on a problem, going to 
bed, and waking up in the morning with the 
solution suddenly in mind. Goldberg refers 
to this as “directed wandering” of the DMN. 
Goldberg 2018 p. 132 (“There are good 
reasons to believe that mental wandering 
saves the day when a conscious, systematic 
effort to solve a problem comes up short. 
But in order for this to happen, it must be 
preceded by a period of a ‘hyperfrontal’ 
deliberate go at the problem.” (emphasis in 
original)). As Goldberg puts it all together: 

Deliberate effort plays an important role 
in the creative process in synergy with 
mental wandering. It is precisely the 
combination of the two processes, one 
deliberate and guided by the 
‘hyperfrontal’ frontal lobes, the other one 
spontaneous and ‘liberated’ from frontal-
lobe control in hyperfrontal states, and 

going back and forth between these 
processes, that makes the creative 
process productive and ultimately 
successful.  
...  
A creative process usually begins with a 
conscious idea of what needs to be 
accomplished, however vague and 
imprecise. ... [A]n innovative idea usually 
does not occur to someone who has 
never pondered the subject matter 
before; even when the subjective 
experience is one of the idea ‘appearing 
out of nowhere,’ it occurs to a prepared 
mind. The birth of a creative idea begins 
through the frontal lobe-driven process 
by activating certain regions [of the 
brain]. The brain is in a state of task-
specific (‘task-positive’) hyperfrontality. 
The activated regions are likely to be 
quite disparate within the cortex ... But 
these disparate regions activated during 
the hyperfrontal state will constrain the 
‘mental wandering’ that will come later. 

Goldberg 2018 pp. 132-133. 

Thus, creative mental processes involve 
cycling between task-positive activity in the 
CEN (convergent thinking) and mental 
wandering in the DMN (divergent thinking), 
mediated by novelty- and relevance-filtering, 
carried out, e.g., by the SN.  

This account appears to be consistent 
with the experiments conducted by 
Baumeister et al. to test the role of 
conscious attention in creativity. 
Baumeister, 2014. They conducted three 
experiments. In the first, called the guitar 
experiment, they asked jazz musicians to 
improvise three guitar solos along with 
chord progressions they had not been 
exposed to in advance, while also 
performing a mental task. In one, they were 
subjected to a higher cognitive load 
(counting backwards by 6 from 913), in 
another they had a lower cognitive load 
(counting up by 1 from 15), and in the third, 
they were given no task. Independent 
experts judged the relative creativity of the 
three solos. While the low-load and no-load 
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solos were roughly equivalent, the high-load 
solos were deemed much less creative 
(though still competently in-rhythm and on-
key) in that they tended toward repetition 
and simple, stilted phrasing. Baumeister 
2014 p. 191. The second, a picture drawing 
experiment, the subjects were asked to draw 
pictures while listening to two different 
songs. For one of the songs, they were 
asked to count the number of times the 
word “time” appeared in the lyrics; in the 
other, they were given no special 
instructions. Again, independent judges 
rated the low-load pictures as significantly 
more creative than pictures drawn under 
high cognitive loads. There was no 
difference in the coherence of the pictures, 
their mood, or even the number of colors 
used. Baumeister 2014 pp. 192-193. In the 
third experiment, the authors sought to 
increase creativity via conscious and 
unconscious cues. The task involved 
coming up with a title for a short story about 
popcorn in a frying pan. To trigger 
conscious engagement, the instructions 
about writing a title simply included the 
word “creative.” To trigger unconscious 
engagement, the participants were first 
asked to participate in a word-association 
exercise that included pro-creativity 
phrases. The authors concluded that the 
conscious instruction “significantly 
increased creativity,” but the exercise aimed 
at the unconscious “had no effect.” 
Baumeister 2014 p. 195. This assessment 
of magnitude of creativity has support in the 
literature. As outlined by Anna Abraham, it 
can be useful to categorize the magnitude 
of creativity into four tiers: mini-c, little-c, 
Pro-c, and Big-C. Abraham 2018 pp. 11 et 
seq., p.28. In this framework, mini-c 
corresponds to “personally meaningful 
interpretations of experiences, actions and 
events,” while Big-C corresponds to 
“monumental and lasting” demonstrations 
of genius. Id. The other two, little-c and Pro-
c, reflect interpersonal levels of creativity 
corresponding to varying social groups and 
varying levels of domain expertise. Id. 
Abraham makes a further observation that 

aligns with the results of Baumeister’s 
experiments: “[H]igh cognitive load 
negatively impacts the ability to retrieve 
remote associations by narrowing 
attentional control whereas, under 
conditions of low cognitive load, the 
activation of wider associations is an 
exploratory process by default.” Abraham 
2018 p. 57. 

Both the guitar experiment and the 
picture experiment demonstrated that if a 
person’s conscious attention (the CEN) is 
impaired by another unrelated task, then the 
relative creativity of the primary task 
(improvising a jazz guitar solo or drawing a 
picture) is reduced (but not completely 
eliminated). The experiments also align with 
another of Goldberg’s observations that, as 
particular tasks become familiar, routine, 
mastered, the part of the brain responsible 
for them shifts from the right hemisphere to 
the left hemisphere of the brain. Goldberg 
2018 p. 97 (“When a task is novel, it is 
supported mostly by the right hemisphere, 
but the left hemisphere takes over as the 
task is being mastered and becomes 
increasingly familiar.”). Accordingly, the 
guitarists could stay in tune, in time, and 
play familiar (even repetitive) riffs—because, 
as accomplished musicians, these are 
familiar enough to be performed using (left 
hemisphere) parts of the brain, which are 
not associated with creativity-seeking for 
conscious tasks.  

Within the framework outlined above, 
some of the important roles of domain 
expertise begin to come into view. For 
example, in the task-positive state, a 
person’s level of domain expertise can help 
focus the mind on the particular challenges 
at hand. And those who are expert in a 
particular field – for which certain parts of 
the analysis are routine – will experience 
those routine parts being performed by the 
left hemisphere, freeing the right 
hemisphere to perform the novelty-seeking 
aspects of the project without congestion 
from the routine or known details. 
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C. Social Context 

The notion that creativity and the creative 
process is situated within a social context 
permeates the analysis of both the external 
and subjective aspects of creativity. “Any 
individual creative act can only be 
understood in the cultural context in which it 
occurs.”  Goldberg 2018 p. 44. 
Commentators appear fond of invoking a 
1957 quotation from artist Marcel Duchamp: 
“The creative act is not performed by the 
artist alone; the spectator brings the work in 
contact with the external world by 
deciphering and interpreting its inner 
qualification and thus adds his contribution 
to the creative act.” Nanay 2014 p. 27; 
Carroll 2014 p. 62. But Duchamp’s 
observation is ultimately under-
determinative. Not only can an audience find 
meaning in a urinal hung on the wall and 
called “Fountain,” (1917) but an audience 
can also find meaning in particular 
formations of clouds (e.g., that they look like 
hippopotamuses) or burned toast (e.g., that 
it contains the face of Elvis). The role of the 
community and social context is more 
complex than simply reacting and 
responding to a phenomenon encountered 
in the world. 

Looking first at the components of the 
working definition for creativity in the 
“external” sense, that a creative artifact is 
new, valuable and (perhaps) surprising, the 
question of novelty or originality depends 
heavily on what is already known in the 
relevant community. As Abraham explains, 
“Frames of reference can be at the level of 
(a) an individual, which is akin to P-creativity, 
(b) a group, or (c) mankind, which is akin to 
H-creativity.” Abraham 2018 p.9. So in one 
sense, the measure of novelty (and, for that 
matter, surprise), is against that frame of 
reference. Something may be not-novel to 
mankind, but nonetheless novel to the 
individual creator or to a particular group. To 
be sure, things that are mini-c creative in the 
sense that they are new to the individual 
creator may reflect asocial insights. But if 
the novelty is assessed with respect to a 

relevant community (e.g., Miss Shannon’s 
algebra class, plasma physicists, or 
classical composers) (i.e., little-c or Pro-c, 
respectively) or with respect to society at 
large (Big-C), the community’s knowledge is 
central. See Abraham 2018 p. 11. Legal 
scholars have likewise recognized the 
importance of social context to the external 
component of creativity.  Buccafusco 2014 
pp. 1932-1933 & nn.63-66 
(“[A]ppropriateness indicates that some 
community recognizes the contribution as 
socially valuable.”) (collecting sources); 
Fromer 2010 pp. 1460-1461 (same). 

Similarly, the question of whether an 
artifact is valuable depends on the 
community’s assessment. This assessment 
occurs not just on a positive scale – a new 
painting is worth millions, or a stock photo is 
worth a few dollars per use – but also in 
relation to the ways in which things may lack 
value. Something routine or well-known may 
lack value, but similarly something that is 
too unconventional, too weird, too 
inappropriate may also lack value—whether 
it is simply “before its time” or is just 
considered to be nonsense. Du Sautoy 
illustrated this, at least in part, by the 
following diagram: 

Du Sautoy 2019 p. 131. 

The “internal,” psychological components 
of novelty also interpose a certain degree of 
social context, in several senses. The notion 
of “directed wandering”—oscillating between 
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task-oriented convergent thinking and free-
associative divergent thinking means that 
the divergent thinking is oriented or 
preconditioned to work on the problems 
coming from the task-positive mode, and the 
brain’s filters are likely to flag as relevant 
those things that are relevant and 
appropriate. Relevance and appropriateness 
could come from any number of sources, 
not just including the particular problem 
under consideration, but also assumptions 
or unchallenged propositions, notions of 
rules and norms governing the exercise, 
norms and rules governing the acceptability 
of the outcome, social acceptance of what 
has already been decided or what is out-of-
bounds, and the like.  

In sum, the community plays important 
roles in providing both constraints or 
boundaries, as well as encouragement or 
facilitation, thus both enabling and funneling 
human endeavors into what we consider to 
be creativity. The community participates in 
setting rules, in teaching rules as well as 
habits, in fostering a culture that encourages 
exploration and synthesis, and in stimulating 
creativity. Professor Acemoğlu has also 
emphasized the extent to which our 
collective interaction as agents and social 
learning tends to increase the quantity and 
complexity of our accomplishments. 
Acemoğlu 2024 at 5:50-6:30, 8:00-10:30. All 
told, collective learning process is different 
in kind from merely encouraging learning 
through imitation. See Du Sautoy 2019 pp. 
11-15. 

All three core elements of 
creativity are important to both 
patent and copyright law. 

 

 

 
32 In copyright, “original” “means only that the work was independently created by the author (as 

opposed to copied from other works), and that it possesses at least some minimal degree of creativity.” Feist, 499 
U.S. at 345. 

IV. Which Parts of 
Creativity Are 
Important to U.S. 
Intellectual Property 
Law?   

Having established that copyright and 
patent law require a human author or 
inventor, and that a substantial reason for 
that requirement has something to do with 
humans’ exercise of creativity, we explored 
the concept of creativity in greater detail. 
Now we turn back to IP law to take a closer 
look at which aspects of this expanded 
concept of creativity are particularly 
germane. 

Both patent and copyright law clearly 
require a tangible artifact, matching the 
external aspect of creativity. For copyright, 
the work must be expressed in tangible 
form, via the fixation or recordation 
requirement. For patents, the invention must 
be actually or constructively reduced to 
practice. Curiously, however, copyright does 
not require novelty (other than requiring that 
the work not have been copied from 
someone else) or value.32  Patent law, on the 
other hand, does require that an invention be 
“new” and “useful,” practically mirroring the 
standard definition of external creativity, 
which includes novelty and value.  

In addition, both patent and copyright 
include requirements rooted in the internal, 
or psychological, aspect of our description 
of creativity. This is discussed in more detail 
below. 

A. Copyright Law 

While the threshold for creativity in 
copyright is very low, it does require some 
degree of intellectual effort in producing the 
work. The measure of originality is author-
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centric, primarily focusing on the work not 
being copied from other existing works to 
which the author had access. This may be 
analogized to the “mini-c” type of creativity 
discussed above. One court even went so 
far as to comment that two poets, working 
independently of each other could 
theoretically each write the same poem and 
it would be copyrightable as to each.33  

These doctrinal requirements lead to 
some interesting conclusions. 

First, because of the requirement that a 
copyrightable work be fixed in tangible form, 
there is a superficial temptation to think that 
the measure of creativity required should 
draw guidance solely from the “external” 
component of the definition of creativity. 
However, this would not be correct.  

Instead, the case law and Copyright 
Office statements of policy make an explicit 
linkage between the required “creativity” and 
“intellectual labor,” meaning that the 
subjective, or psychological, sense of 
creativity is required—even if only by 
crossing a low threshold.   

Some commentators have suggested 
that there ought to be a heightened 
threshold of creativity as a condition of 
copyrightability. See Buccafusco 2014 
pp.1923, 1930-1931 (discussing “growing 
debates about whether copyright law’s 
creativity threshold is set too low”); Subotnik 
2011 p. 1491 n.19 (collecting authorities); 
Parchomovsky 2009 pp. 1517, 1550. One 
proposal is to adopt something like patent 
law’s non-obviousness standard.  See Miller 
2009 pp. 11-13; Bartholomew 2021 pp. 373-
376.  Bartholomew has also argued that 
authorial intent-to-create is relevant (id. pp. 
368-373), as is the author’s domain-specific 
expertise (id. pp. 376-382). Others, however, 
have argued that no change in the law is 
needed, and that any problems generated by 

 
33 Sheldon v. Metro-Goldwyn Pictures Corp., 81 F.2d 49, 54 (2d. Cir. 1936) (“[I]f by some magic a man who 

had never known it were to compose anew Keats’s Ode on a Grecian Urn, he would be an ‘author,’ and, if he 
copyrighted it, others might not copy that poem, though they might of course copy Keats’s [because Keats’s 
copyright would have expired].”) 

a low bar can be handled by varying the 
scope of protection – from so called “thin” 
to “thick” copyright – depending on the 
degree of creativity in the underlying work.  
Stech 2021 p. 271. 

Similarly, copyright’s “originality” 
requirement, namely that the work not have 
been copied from another, reflects a low but 
non-zero situatedness in a social context. 
Professor Craig makes the case for a strong 
social, relational aspect of authorship., 
arguing that copyright exists not just to 
incentivize outputs, but also to incentivize 
the very activity of authorship.  This 
includes, on her account, the dialogic 
processes and exchange of meaning that 
constitute authorship and reflect the 
creative agency vital to relational autonomy 
and human flourishing Craig 2022 pp. 16, 
23.  She further argues, “It must be urged 
that the protection of AI-generated works 
would not advance the kind of ‘creative 
progress’ with which copyright is 
concerned—but worse, it could cause 
copyright to defeat its own ends, stultifying 
creative practices in a thicket of privately 
owned algorithmic productions.” 

Finally, the Supreme Court has rejected a 
“sweat-of-the-brow" version of 
copyrightability, not considering how much 
effort or labor went into a tangible work, but 
continuing to emphasize the creativity or 
intellectual labor. Feist, 499 U.S. at 359-360.  
This tends to undermine any argument that 
a “brute force” version of generating works—
for example, the proverbial thousand 
monkeys banging away on typewriters to 
produce the works of Shakespeare (see 
Goldberg 2018 p.120)—can result in 
copyrightability. 
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B. Patent Law   

For patents, there appears to be a more 
robust alignment between the patentability 
analysis and the elements of creativity. 

Not only is an external artifact required, 
but it must be “new” and “useful,” satisfying 
the novelty and value components of the 
external aspect of creativity. 

Subjective/psychological creativity is 
also required. The literature on creativity 
acknowledges that some creative efforts 
may come all in a flash, while others may 
come slowly over years of painstaking 
effort. See, e.g. Goldberg 2018 pp. 132-140. 
This aligns with the case law’s observation 
that a patentable, nonobvious invention may 
arise from either a flash of genius or from 

painstaking incremental research, so long as 
the research plan involved some creative 
insight and was not merely working through 
known permutations (i.e., was not obvious 
to try). In that regard, “brute force” efforts to 
work through known permutations may not 
satisfy the creativity requirement – even if 
they can be done with a computer at 
significantly reduced cost and effort. 

Furthermore, the social context is 
important. In addition to the social aspect of 
determining usefulness or value, 
obviousness is measured in terms of what 
would have been known to a person of 
ordinary skill in the art. This aligns roughly 
with the “Pro-C” type of creativity discussed 
above.

 

C. Summary 

We summarize this comparison in the following table: 

 Copyright Patent 

External Required – expression in tangible 
form   

Required – reduction to practice  
(actual or constructive) 

 New Irrelevant (unless “copied”  
from existing work) 

Must be “new” 

 Valuable Irrelevant Must be “useful” 

 Surprising Irrelevant Must be “non-obvious”  

Internal Required – must be “fruit of 
intellectual labor” that “are founded 
in the creative powers of the mind”   

Required – either as “flash of genius” or 
methodical research (but not obvious-to-
try and not a combination that a POSITA 
using ordinary creativity could identify)  

 Convergent (implicitly required?) (implicitly required?) 

 Divergent (implicitly required?) (implicitly required?) 

 Salience (implicitly required?) (implicitly required?) 

Social Factors Minimal – not copied from another; 
additionally, the process of 
authoring may be inherently social 

Role of level of skill in the relevant art at 
the time of the invention 
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V. Risks to Creativity in 
an AI World  

Picking up several themes noted in the 
previous section, that copyright law does not 
currently require a quantum or quality of 
creativity (a low threshold that has been 
subject to criticism), and that patent law 
requires something more than the ordinary 
creativity of a POSITA, it appears that there 
is an undercurrent of creative quality that 
forms part of the IP-creativity discussion.  
As we prepare to turn our attention back to 
AI “creativity” as viewed through the lens of 
IP law’s requirements, it is worth pausing to 
note how AI appears to be impacting the 
quality of both human creativity and AI 
“creativity.” 

A. How AI Affects Human 
Creativity 

During our examination of the role of 
creativity in IP law, we have seen that 
copyright, in particular, does not require a 
qualitative threshold that must be exceeded 
for works to be copyright-eligible.  And we 
have seen that some legal scholars have 
expressed concern about this, arguing for an 
increased qualitative threshold.  This debate 
has important ramifications for the broader 
discussion about AI and creativity as well, 
because there is emerging evidence that the 
increasing prevalence of machine learning 
platforms may be be downgrading the 
nature of human creative capacity. 

Advances in neuroscience have clearly 
demonstrated that the “wetware” of our 
neurological systems changes in response 
to our physical surroundings, including the 
spaces in which we dwell and the tools with 
which we engage.  The resulting impact on 
our cognitive capacities can take place 
either at a short-term behavioral level (e.g., 
“state-dependent learning” influences the 
way we access memories depending on our 
physical environment, as first demonstrated 
by Godden & Baddeley in 1975) or at more 
fundamental levels leading to sustained 
changes in our neural pathways after even 

just a few minutes of interaction (Pascual-
Leone 2001). For example, experimental 
data indicates that interacting with AI-
generated spaces, such as the social media 
or search engines found on a typical 
smartphone, triggers a downgrading in 
human cognitive processing. The 
conditioned response is so strong that the 
mere presence of our smartphones is 
enough to catalyze an effective short-term 
drop in fluid intelligence (i.e., a reduction in 
the type of divergent thinking associated 
with insight and complex problem-solving). 
Ward et al. 2017. 

Given this sensitivity of human neural 
systems, there are real concerns that AI 
deployments can negatively impact humans’ 
own long-term creative capacity, ostensibly 
in exchange for the short-term rewards 
(such as speed) offered by AI. While human 
creativity can be deployed across a variety 
of functional levels as noted by Kaufman & 
Beghetto (2009), ranging from learning new 
things (“mini c” creativity) and problem-
solving in the workplace ("Pro-C" creativity)  
to pioneering eminent new achievements 
(“Big C” creativity), AI platforms currently 
only support a few of these creative 
processes, (namely Pro C rather than mini c 
and Big C). In other words, ongoing 
expansion of AI deployments may 
compromise the powerful, multi-level nature 
of human creativity — including processes 
such as the “mini c” creativity needed to 
learn new things, and even processes such 
as Big C creativity (LLMs are necessarily 
limited to the set of domains found in the 
training data, thus tending to disadvantage 
revolutionary insights typically associated 
with Big C creativity).  

There are several ways in which 
interactions with AI downgrade human 
cognitive capacity for creativity. First, 
experimental research indicates that an 
individual’s creative ability expands 
significantly when exposed to conditions 
which prompt meta-awareness of their own 
thinking patterns and mental models: when 
participants are challenged to rethink the 
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“convergent thinking” frame they use in a 
particular domain, and to practice cognitive 
flexibility (such as toggling between 
convergent and divergent routes of 
thinking), this led to a significant and 
sustained increase in creative capacity. The 
long-term impact on participants’ creativity 
could even be seen in other domains, as 
measured by tests such as the Alternative 
Uses Task, Gibson's Functional Fixedness 
Test, and the Remote Associates Task 
(Maddux & Galinsky, 2010). In contrast, 
working with AI to produce creative 
products involves working in a way that 
emphasizes speed and instant answers (as 
well as becoming the passive consumer of 
such answers), rather than self-reflection or 
toggling between convergent and divergent 
thinking frames. Landmark experiments 
more than 20 years ago clearly 
demonstrated that exposure to an 
environment of fast-paced, reactive "shallow 
focus" digital prompts is enough to 
temporarily downgrade human creative 
problem-solving capacity dramatically, the 
equivalent of dropping 10-15 IQ points after 
just one hour of exposure (Jackson, 
Dawson, & Wilson 2003). Moreover, the 
human neural system is particularly 
vulnerable to informational overload: 
exposure to excess data, with its increased 
processing demands, reduces the cognitive 
resources we have available for deeper 
processing and memory consolidation. It 
leads to swift changes in our nervous 
system, narrowing our attentional focus, and 
reducing our ability to see the type of larger 
patterns or widely-distributed associations 
necessary for creative thought. Using EEG 
mapping, neuroscientists have shown that 
even a few minutes spent trying to navigate 
through the wealth of data offered up by AI-
generated recommendations is enough to 
shrink the brain's effective field of focus, 
downgrading the alpha brain waves needed 
for deeper thought and imagination (Peng et 
al, 2018).  

Second, as Vinchon and others have 
pointed out, in order for humans to have a 
stable capacity for creativity, they need not 

just to be able to generate novel ideas, but 
also to have a driving underlying curiosity, a 
desire to seek out new and unexpected 
options (Vinchon et al, 2023).  Yet as 
researchers have shown, humans 
interacting with AIs tend to lose confidence 
in their own creative skills (Habib et al, 
2024).  Furthermore, their curiosity 
plummets and they start to restrict the range 
of their own creative repertoire in favor of 
creating "mash-ups", made from assembling 
pieces from pre-existing image/ music, 
rather than experimenting with 
independently creating something novel and 
surprising. Harvard psychologist Howard 
Gardner has shown that over the 20 year 
period in which teenagers started using the 
web and becoming able to access a wealth 
of idea prompts online, the quality of the 
teenagers’ exercise of imagination 
plummeted: while in the 1990s, 64% high 
schoolers were able to write short stories  
with unconventional plots, non-linear 
narratives and were given to blurring the 
boundaries of different genres,  imagining 
different time and space than where they 
were, by 2011 the number of high schoolers 
using unconventional plots had fallen to 14% 
and only 5% used a different locale for their 
story, compared to 32% in the 1990's. 
Teachers reported that by 2011, even teens 
who had won places at Art & Design 
Colleges were no longer willing to imagine a 
story idea or visual image in their "mind's 
eye", and tended to rely on searching online 
first (Gardner & Davies, 2013).  

Recent research with adults suggests 
that while using an LLM such as Chat GPT4 
to aid in creating a short story helped less 
creative individuals produce stories that 
were judged as more interesting, and more 
creative, such help had no effect for those in 
this group who tended to score highly on 
creative tests already (note that this study 
sample did not even include highly 
accomplished “creatives”). Furthermore, 
independent evaluation of the stories 
produced after using ChatGPT4 for just a 
few minutes indicated that participants 
significantly reduced the diversity of ideas 
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incorporated into the stories, leading to a 
greater homogeneity between the stories 
(Doshi & Hauser, 2024). This has important 
implications for the deployment of AI: if 
interacting with AI simply serves to increase 
the creativity of humans who find creativity 
difficult at the cost of decreasing creativity 
for humans who are functioning adequately, 
and also at the cost of narrowing all human 
creative output down to a lackluster, limited 
set of ideas, the question arises as to 
whether this is a worthwhile net sacrifice to 
human creativity. Further, Professor 
Acemoğlu argues that the ways in which AI 
takes a narrow view of human talent will 
lead to less experimentation and fewer new 
discoveries (i.e., diminished creativity). 
Acemoğlu 2024 at 10:45-12:30. He further 
argues that AI leads to a bias toward 
following AI-supplied recommendations 
without intervening exercises of human 
judgment – what he calls “conformity bias” 
and “informational herding.” Id. at 40:00-
44:50. 

The nature of the types of algorithms 
underlying LLMs makes it inevitable that the 
more that one works with platforms such as 
Midjourney or DALL-E, the more that one 
becomes acclimatized to mash-up, novel-
yet-not-too-surprising solutions. LLM's are 
built to find solutions that are "plausible", 
doing so by using predictive AI algorithms, 
steering themselves towards the most likely 
outcome, and away from novel or unusual 
possibilities; any outlier data points have 
little impact on training and will "most likely 
be ignored" (Esling & Devis, 2020, p.7). 
Consequently, although humans engaging in 
such AI-based environments may well be 
exposed to a greater absolute number of 
"creative solutions", such solutions will tend 
to cluster within the same narrow range, 
effectively acclimatizing participants to a 
narrower range of possibilities, and 
flattening their own future creative 
repertoire. Additionally, the "pixelated" 
nature of the AI creative process (where 
creative products are made out of a 
sequence of short-term decisions), means 
that our exposure to AI-driven creativity 

leaves us starved of examples of the type of 
longer, larger scale patterns found in the 
best (“Big-C”) human creative achievements 
(Brandt, 2023), which further catalyzes a 
recalibration of our imagination toward a 
greater propensity to accept shallower types 
of creative products.  

Human imagination and creative capacity 
is further being downgraded by the fact that 
LLM's have limited access to the realm of 
embodied knowledge. To be sure, all the text 
on the Internet, or all images available in 
digital form, are incredibly broad selections.  
But computer engineers have yet to design 
code that captures the large swathes of 
human knowledge not digitized and online, 
such as information derived from the 
somatic experience of an organic body, from 
the emotional impact of a piece of music to 
our somatic experience of the physical 
environment, or of our flesh-based 
interaction with other life-forms. As a result, 
AI-generated creative products are tilted 
away from such considerations. For 
example, in April 2024, artist  Sarah Bird 
projected an image of a redwood tree onto 
an iconic urban landmark (the San Francisco 
Ferry Building clock tower), an art piece that 
both provokes emotions (by confronting the 
viewer with the physical impact of 
encountering such a large life-form in a city 
environment) as well as pushing us to 
rethink our assumptions about scale, 
assumptions that arise from being small 
life-forms with very specific visual 
apparatuses. The piece ("Being/ Tree ") 
challenges the viewer's experience of seeing 
and thinking from within an organic body. 
This represents the type of creative work 
and philosophical questions not easily 
accessed by LLMs, and that are thus 
vulnerable to being sidelined A.I.-driven 
decisions about creativity.   
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B. Algorithmic Flattening: How the 
Design of AI Models Constrains 
the Quality and Diversity of 
“Creative” Outputs  

Similarly, AI outputs are not all champion-
beating stratagems for Go or chess.  Indeed 
(even as generative AI continues to be 
remarkable in its production of outputs 
bearing human-seeming verisimilitude), 
there is a proliferation of what in some 
circles is derided as “AI slop,” or vast 
swathes of junk content output by 
generative AI.  This raises the question how 
the AI models themselves influence the 
quality and diversity of creative outputs. 

In Filterworld (2024), Kyle Chayka notes 
that the technology embedded in the 
platforms used for visual inspiration is 
narrowing our choices, creating an 
“algorithmic flattening” of visual culture. The 
notion of algorithmic flattening predates 
generative AI, broadly applying to machine 
learning in social media systems. 
Algorithmic platforms are endogenous, 
ranking potential outputs from within self-
contained systems (Ursu, 2018) where they 
moderate and curate the flow of content 
(Gillespie et al., 2014). This contributes to a 
homogenization of cultural influences within 
filtered communities (Schulman, 2013). 
Furthermore, algorithmic systems are often 
evaluated or trained with data from users 
already exposed to algorithmic 
recommendations; creating an insidious 
feedback loop that amplifies the 
homogenization of user behavior (Chaney et 
al., 2018). 

The algorithmic structures of machine 
learning systems that create this flattening 
are complex, inclusive of the data, the 
engineers who design algorithmic systems, 
and the structural functionality of the 
algorithmic models themselves. LLMs and 
diffusion models are built upon earlier 
machine learning systems, with many of the 
same structural issues. It is quickly 
becoming clear that generative AI outputs 
demonstrate many of the shortcomings 
present in earlier machine learning models. 

This algorithmic flattening can tend to 
amplify the limitations of the AI’s training 
data, resulting in, for example, racial bias in 
image generators, leading Midjourney and 
Dall-E to distort portraits of Black women 
(Small, 2023). Gender bias is also an issue, 
as it would be challenging to train models 
on inclusive data. Only 1% of works in the 
National Gallery in London by women and 
only 11% of works at MoMA in New York. 
The biases embedded in training data and 
“digital negative space,” (Scolere et al., 
2018) or what is absent from the training 
data, may distort or influence the quality and 
diversity of generative AI outputs. 

Furthermore, when AI-generated content 
feeds future models, there is the potential to 
create a “self-referential aesthetic flywheel” 
(Epstein et. al. 2023) , where successive 
models are defined and constrained by the 
outputs of the prior models, without the kind 
of diverse new inputs that comes from 
human-generated training data. Generative 
AI outputs have the potential to map onto 
Chayka’s assertions about algorithmic 
flattening. Chayka highlighted that every 
coffee shop looks the same worldwide 
because of Instagram inspiration. Some 
have argued that AI images already reflect 
this flattening, with video game aesthetics 
being highly prevalent in AI images. As AI-
generated images reflect the sociocultural 
context in which they were created and on 
which they were trained, they have the 
potential to accelerate biases and flattening, 
perpetuating AI-driven cultural norms. In 
fact, research has shown when LLMs are 
trained on recursive data, model decay sets 
in, with model performance decreasing over 
time (Shumailov et al, 2024). In extreme 
cases, where AI is trained and retrained only 
on AI-generated outputs, without the input of 
human creativity, there quickly follows an 
“irreversible model collapse.” Acemoğlu 
2024 at 40:00-44:50 (discussing Shumailov). 
In other words, Shumailov’s findings on 
model decay suggest that generative AI 
models will, for the time being, require 
original creative content in order to perform. 
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These observations suggest that there 
may be limitations to AI “creativity”—it may 
tend to regress to the median of its training 
data (which, in many circumstances, may 
include skewed or biased sample sets), and 
without the “refresh” of human creative 
input, may not be self-sustaining. If AI 
creativity becomes less “creative” over time 
by virtue of the design of generative AI 
systems, what does this mean for AI, 
creativity and IP-eligibility? 

 

VI. Revisiting the 
Question of AI 
“Creativity” 

We now turn back to the question of AI 
“creativity” as it relates to IP-eligibility.  As 
we have seen, the concept of creativity—
particularly in relation to IP law—involves 
ideas clustered around at least three distinct 
elements: the artifact itself that is supposed 
to be the product of creativity, the mental 
processes by which creativity is performed, 
and the social milieu within which creativity 
is assessed and perhaps even made 
possible. As we suggested at the beginning 
of this paper, most popular discourse—and a 
significant proportion of the scholarly 
literature—focuses solely on the external 
aspect of creativity, whether the text or 
image or other generative AI output is new, 
valuable and surprising. E.g., Fromer 2010 p. 
1459. A 2023 article that attempted to 
quantify the creativity of ChatGPT-4 
explicitly adopted such a construction, 
framing the question as “Is AI creative 
according to the external evaluation of its 
actual output?”  Guzik 2023. At the same 
time, Margaret Boden, who has for decades 
produced widely cited scholarship at the 
intersection of creativity and computers, 
concluded as recently as 2014, “[T]he 
question of whether a computer could ever 
‘really’ be creative is currently unanswerable, 
because it involves several highly 
contentious philosophical questions.”  
Boden 2014 p. 242.  

That said, both our anecdotal 
observations and emerging scholarship 
support the ready conclusion that generative 
AI outputs can meet or exceed the purely 
artifactual or “external” originality of human-
created outputs. Erik Guzik et al. 
administered the standardized Torrance 
Tests of Creative Thinking (TTCT) to 
ChatGPT version GPT-4 (eight separate 
submissions) and a control group of 24 
humans. As measured by the TTCT, the 
average of the GPT-4 submissions 
consistently outscored the average of the 
human control group, with the top-scoring 
humans on par with the GPT-4 submissions. 
Guzik 2023. In an indication of how rapidly 
generative AI’s capabilities are advancing, 
Guzik cites a 2022 study of GPT-3, just one 
year earlier, which concluded that “GPT-3‘s 
ability to generate unexpected and novel 
ideas ... did not match that of humans.” 
Guzik 2023.  

An even more recent study concluded 
that GPT-4 scored higher than humans on a 
standardized battery of tests to measure the 
identification of “divergent thinking” tasks 
(i.e., the identification of multiple solutions 
to a problem rather than a single optimal 
solution). Hubert 2024. The Hubert paper 
also describes a number of other recent 
studies, broadly supporting the conclusion 
that GPT-4 can outperform humans on 
standardized tests designed to measure 
certain types of human creativity. However, 
Hubert notes, these experiments focus on 
the external aspect of creativity, 
emphasizing the character of the outputs 
produced.  Hubert employs the external-
creativity definition: “To comprehensively 
examine creativity requires not only an 
assessment of originality, but also of the 
usefulness and appropriateness [such as 
accounting for sociocultural and historical 
contexts] of an idea or product.” Hubert 
2024 (emphasis added). (Recall that above, 
we suggested that usefulness and 
appropriateness both fall within the broader 
rubric of “value.”)  Hubert noted that in their 
study, even though GPT-4's originality was 
higher than that of humans, “the feasibility 
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or appropriateness of an idea could be 
vastly inferior to that of humans.” Id. Further, 
Hubert noted, “humans came up with a 
wider range of responses” than GPT-4, 
highlighting that “flexible thinking may be 
the strong point in human-centered 
divergent thinking.” Id.34 Finally, Hubert 
notes the dependence of AI on human 
prompting: ”AI creative potentials are 
dependent on the assistance of a human 
user to elicit responses. Therefore, the 
creative potential of AI is in a constant state 
of stagnation unless prompted.” Id. 

These observations and studies have all 
focused on the external aspect of creativity. 
But recall that the intellectual property laws, 
while requiring an artifact or output, also 
value the creative process by which that 
output was generated, as well as the social 
context in which the activity occurs. It 
remains difficult to map AI’s internal 
operations onto cognitive processes that we 
recognize as analogous to those involved in 
human creativity. Likewise, modern 
generative AI such as GPT and Diffusion 
models lack an explicitly engineered, internal 
model of the world. It is therefore hard to 
see how they possess the social 
situatedness that we have seen is involved 
in human creativity. 

A number of GPT-based text-generation 
platforms now offer user-selectable settings 
to be “more focused” or “more creative.”  
But this setting is not actually able to 
increase psychological creativity as we have 
explained it.  Rather, the setting merely 
alters the probability and randomness of 
next-token selection during the text 
generation process.  Language models 
based on the transformer architecture 
output a probability for each possible next 
token – in essence a numerical indication of 
how likely each next token is to appear 
immediately after the block of text that was 
entered as the input, based on an internal 
statistical model derived from the training 
data. The token that is presented at the 

 
34 See supra § V.B. 

output is chosen according to these 
probabilities, with more likely ones, 
according to the model, more likely to be 
selected. This process is iterated, with the 
output token appended each time to the 
input text and fed back into the model, to 
generate sentences and paragraphs. 

 With respect to the question of AI 
“creativity,” it is important to know that 
these probabilities are modified by the so-
called “temperature” parameter of the 
model, selected by the user. At low 
temperatures, the likelihood of selecting 
unlikely tokens decreases, while the 
likelihood of selecting likely tokens 
increases. Conversely, at high temperatures, 
the likelihood of selecting unlikely tokens 
increases and that of sampling likely tokens 
decreases. At very low temperatures there is 
less randomness in outputs, as probability 
congeals around the most-likely or “best” 
token. And at very high temperatures there 
is more randomness, as probability 
becomes more evenly distributed over 
tokens. This difference in randomness 
underlies the appearance of “focused” 
model responses at low temperatures and 
“creative” or "unexpected" responses at high 
temperatures. 

Similarly, diffusion models, such as those 
used in AI image-generation, work by 
iteratively adding detail, starting from 
random so-called “noise,” until a desired 
output is reached. Ho 2020. To achieve this 
for images, first a series of “noising” maps 
are obtained, each of which perturbs images 
in a random (but predetermined, and input-
dependent) manner. The effect of the series 
of noising maps on the space of all possible 
images is intended to be mathematically 
analogous to the physical process of how a 
gas diffuses over time to fill a space in an 
unstructured way. For each stage of noising, 
a corresponding “denoiser” model is 
assigned, tasked with undoing the small 
perturbation at that stage. When the series 
of denoisers are well-trained to clean up 
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noise in this way, they may be applied 
serially, starting with truly random noise, to 
obtain a well-formed image (such as one 
that fulfills the description provided in the 
generative AI prompt), and this finished 
serial composite of denoisers is called a 
diffusion model. “Stable Diffusion” models 
work similarly, except on a more compact 
encoding of images in the so-called latent 
space of an autoencoder, rather than 
directly on the images themselves. 
Rombach 2021. 

Nonetheless, implausible as it may seem 
from what we know of the architecture of 
these systems, in order to test the assertion 
that AI models can be sufficiently “creative” 
to qualify as authors or inventors under IP 
laws, we undertake here to tentatively 
examine some of the claims made in the 
published literature about these models 
through the lens of the Convergence-
Divergence-Salience framework of creativity 
outlined above. To be clear, we conclude 
that it is not presently possible to “map” 
onto AI models the psychological and 
social-context aspects of our robust 
conception of creativity.  Because those 
aspects matter, in varying ways, to copyright 
and patent law, AI models cannot be 
deemed analogously creative to human 
authors and inventors. 

 Regarding convergence, generative AI 
can generate what the human audience 
experiences as coherent and contextually 
appropriate outputs in response to human-
entered prompts. However, it is unclear 
whether these models can reliably identify 
the best or most optimal solution, which is a 
characteristic of the reasoning associated 
with convergent, or task-focused, behavior. 
Reliably selecting optimal solutions arguably 
requires world models and the ability to 
evaluate the consequences of outcomes 
with respect to such models, and generative 
AIs do not yet possess either capacity. As 
the Stanford Human-Centered AI’s 2024 
Artificial Intelligence Index Report states, AI 
“cannot reliably deal with facts, perform 
complex reasoning, or explain its 

conclusions.” Stanford HAI Report 2024 at 
p.3; see also id. pp. 112 et seq. In other 
reports, researchers have recently made 
claims that LLMs might possess human-
coherent conceptual representations 
(Søgaard 2023) and simple world models 
(Nanda et. al 2023), that they might induce 
complex representations and computations 
that go beyond mere memorization and 
retrieval of training data patterns (Millière, 
Raphaël, and Buckner 2024a, 2024b), and 
that they might exhibit some degree of 
systematicity and compositional 
generalization in their linguistic behavior 
(Mahowald et. al 2024). However, other 
research has concluded that they might not 
consistently apply the abilities they may 
have to plan or reason about outcomes in a 
human-like manner (Wang et. al 2023). 

In terms of divergence, generative AI 
models can display a rudimentary form of 
“divergent” exploration through the injection 
of randomness. Language models based on 
the transformer architecture predict a 
probability distribution over the next token in 
a sequence, and by adjusting the so-called 
“temperature" parameter, they can be made 
to select either high-probability tokens (low 
temperature) or low-probability tokens (high 
temperature) as they generate a sequence 
of output words. The effect is that the 
output as a whole can appear more 
unexpected or “creative” when a high 
temperature is stipulated. Similarly, diffusion 
models used for image generation can 
incorporate randomness in the initial seed or 
the denoising process, leading to a diversity 
of generated images. As we note above, the 
Hubert study demonstrated that AI models 
could generate lots of different outputs in 
response to prompts from standardized 
tests, thereby generating a high score on the 
“divergent” task batteries, but there was not 
necessarily much feasibility or practical 
common sense applied in the responses 
generated. 

And there are, of course, aspects to 
human divergent-mode thought that 
randomness will fail to reliably emulate, 
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being arguably at a higher level of 
informational representation. For the time 
being, anyway, these might seem to be 
essentially human. For example, 
randomness alone does not naturally 
integrate the cultural nuances or the deeper 
contextual relevance that human creativity 
can incorporate, and which—at least on the 
social axis—we have seen are fundamental 
to some forms of human creativity. Without 
situatedness in the social world, or the 
embodied experience we all share as we 
physically mature in the world, it seems 
unplausible that AI could achieve the highest 
levels of emotional depth and aesthetic 
appeal integral to some forms of human 
creativity. 

 The salience aspect, which involves 
filtering for novelty and mediating between 
convergent and divergent modes of thought, 
is perhaps the most challenging to postulate 
in current generative AI models. On a basic 
analysis for text-models, any notion of 
autonomous salience detection is mutually 
exclusive with how closely model behavior 
adheres to prompts from the human user, 
and current commercially available LLMs 
optimize heavily for such compliance 
(Ziegler et. al 2020, OpenAI 2024). In this 
respect, one of the key measures of salience 
remains human-supplied. While there have 
been efforts to make LLMs more automatic 
by introducing feedback loops so that 
human prompting is not required at every 
step (Nakajima 2023), generative AI cannot 
effectively filter for novelty or assess the 
relevance of its own outputs in a goal-
directed fashion. Echoes of this theme also 
appear in Hubert’s observations about the 
limitations of usefulness and 
appropriateness of the AI-generated 
responses in its standardized testing. 
Hubert 2024. 

Looking forward, there are ongoing 
efforts to bridge the gap between AI and 
cognitive science, both theoretically and 
practically. For example, more sophisticated 
forms of memory and information retrieval 
are being developed and refined for 

generative AI, such as the use of vector 
databases for "retrieve-and-generate" 
architectures (Gao et. al 2024). As our 
understanding of the computational 
principles underlying cognition advances, it 
is conceivable that future AI systems may 
achieve a closer structural and operational 
resemblance to human creative processes, 
at least within the constraints of well-
defined domains and evaluation criteria. 
Benchmark reports such as that published 
by the Stanford University Institute for 
Human-Centered AI, show that AI’s 
capabilities have been steadily progressing 
on a number of measures. For now, 
however, there are key aspects of human 
creativity—ones which matter to IP-
eligibility—which are both absent and lack 
analogues in AI models.  

 

VII. Looking Ahead 
The foregoing analysis has shone light on 

the centrality of creativity, and assumptions 
about the innate human-ness of creativity, in 
determining who can be authors or 
inventors under the intellectual property 
laws of the U.S. and the U.K. But this deeper 
dive has also exposed potential 
tenuousness in the connection between 
creativity and the aspects of creativity that 
provide the hook for IP protection. This is all 
the more true in the age of generative AI, 
where the AI tools are already able to 
produce text, images, and audio that seem 
creative – at least as creative as the more 
modestly creative human artifacts that are 
copyright-eligible. In the near future, the 
generative AI capability will only increase 
and become even more impressively 
capable in its creative-seeming outputs.  

If it turns out that the relevant constituent 
components of creativity—external (novelty, 
value and surprise), psychological (interplay 
of divergence, convergence and salience), 
and social context—have equivalents (or 
sufficient analogs) in generative AI, this may 
create pressure on the positivist legal 
position (the conclusion from reading 
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statutes and court rulings that all authors 
and inventors must be humans) to simply 
change the law. That would place us at a 
crossroads. On one path, firmly committed 
humanists may need to come up with better 
explanations or rationales as to why 
authorship and inventorship should be 
limited to humans. For example, perhaps 
(consistent with historical suggestions that 
the “bargain” embedded in Article I, Section 
8 of the U.S. Constitution is intended to 
provide incentives to humans to be creative) 
the law should recognize and embody an 
intrinsic value of the human creative 
endeavor and the satisfaction that comes 
from making a creative connection—of 
having a “Eureka!” moment when the 
proverbial light bulb comes on.  

On the other path, it may be necessary to 
expand IP regimes to acknowledge when 
generative AI outputs are equivalently 
“creative” (e.g., novel, valuable, and 
(perhaps) surprising) to human endeavors to 
warrant expansion of IP eligibility.35  This 
would be but one aspect of a broader 
examination of how ever-more-capable AI 
should be handled in our legal framework. 
This would be a multifaceted, complex 
undertaking, with both immediate, pragmatic 
issues and deep philosophical implications. 
While this white paper focuses on an 
example of an immediate, pragmatic issue, 
it is perhaps worth outlining some of the 
issues we see coming out of the broader 
framework. As AI gains in capabilities, it 
moves along a continuum from simple tool 
to a projected endpoint of artificial general 
intelligence (AGI), approaching the point at 
which it might be considered autonomous 
and capable of acting as an omnipurpose 
agent. In a wide array of legal domains, the 
progression of growing capabilities raises 
issues around how to integrate such 

 
35 Though we should be mindful of Du Sautoy’s observation,”Often we respond to code that we don’t 

understand by assigning it some sort of agency. Back when people didn’t understand earthquakes or volcanoes, 
they created gods that were responsible for these elusive forces.” Du Sautoy 2018 p. 137. 

36 European Parliament resolution of 16 February 2017 with recommendations to the Commission on 
Civil Law Rules on Robotics (2015/2103(INL)) https://www.europarl.europa.eu/doceo/document/TA-8-2017-
0051_EN.html#title1.  

systems into a legal framework oriented 
around human activities, human agency, and 
human responsibility. 

 In the millennia during which human 
society has had formal legal systems, we 
have not encountered anything quite as 
broadly paradigm-challenging as the 
prospect (and not-entirely-implausible 
possibility) of AGI, or even AI tools that 
simply begin to emulate AGI capabilities. 
Viewed through the lens of AI challenges, 
questions and assumptions regarding how 
the law arrived at its current state may yield 
contradictions, or highlight inconsistencies 
and biases that require a reexamination or 
reevaluation of the underlying principles.  

As a simple example, some aspects of 
legal civil and criminal culpability are based 
on the notions of free will and moral agency. 
However those concepts are constructed, 
one may argue even the most autonomous-
seeming current forms of AI are too 
deterministic and algorithmic to qualify for 
these forms of culpability. Indeed, this 
discontinuity—and the potential need for a 
legal framework to hold “robots” 
responsible—was the impetus for the E.U.’s 
2017 proposal concerning “personhood” for 
robots and other computer-controlled 
technology.36 Among other things, the E.U. 
proposal suggested ways to address liability 
for certain kinds of harms committed by 
robots. However, the proposal was not well-
received at the time and did not move 
forward.  

Yet as our understanding of neuroscience 
and psychology advances to provide ever 
more materialistic explanations for human 
mental processes, and at the same time AI, 
machine learning and neural networks 
become ever more complex, approaching 
AGI, one could argue that the convergence 

https://oeil.secure.europarl.europa.eu/oeil/popups/ficheprocedure.do?lang=en&reference=2015/2103(INL)
https://www.europarl.europa.eu/doceo/document/TA-8-2017-0051_EN.html#title1
https://www.europarl.europa.eu/doceo/document/TA-8-2017-0051_EN.html#title1
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of the two trendlines is increasingly 
foreseeable. As we approach that time, what 
is the point at which we might be excluding 
AI from potential legal personhood—or at 
least legal and/or moral agency—based on 
incorrect premises and unwarranted bias? 

 The issue of potential legal status for 
future-capable AI raises questions about the 
legal definitions of “personhood,” “agency,” 
and related concepts. Some non-human 
organizations and institutions have legal 
personhood, as is concisely stated in the 
Dictionary Act of the U.S. Code (1 U.S.C. § 
1), which states, “the words ‘person’ and 
‘whoever’ include corporations, companies, 
associations, firms, partnerships, societies, 
and joint stock companies, as well as 
individuals.” Similarly, some humans, such 
as infants and those under conservatorship, 
may not have the full complement of rights 
and responsibilities that accompany full 
legal agency, though they do have some 
protected rights and interests. Further, some 
non-humans, such as animals, are referred 
to as having “rights” and have even been 
recognized as suffering legal harms 
sufficient to confer standing under Article III 
of the U.S. Constitution. Cetacean Cmty. v. 
Bush, 386 F.3d 1169, 1175 (9th Cir. 2004). 
But quaere whether, within the legal system, 
“animal rights” instead merely refers to a set 
of interests that the human legal system 
obliges humans and human institutions to 
respect. These questions, beyond the scope 
of this paper, provide a launching point for 
discussion of AI interests. To be sure, the 
ruling by the U.S. Ninth Circuit Court of 
Appeals in Naruto v. Slater, 888 F.3d 418 (9th 
Cir. 2018) is frequently cited in discussions 
of AI rights. See Thaler v. Perlmutter, 687 
F.Supp.3d 140, 148 (D.D.C. 2023) (citing 
Naruto). In Naruto, the Ninth Circuit 
determined that Naruto, a crested macaque, 
lacked statutory standing to assert a 

 
37 One such analysis places actions along two axes – separateness and independence. Kurki 2019 pp. 

182-187; Chopra 2011 pp. 153-191. Separateness describes the degree to which two parties’ resources are 
commingled (e.g. funds). Independence relates to the “exercise of competences”, such as with guardianship or 
power of attorney. The two axes are necessary but not sufficient measures of legal personhood–a full legal 
person would be viewed as both completely separate and independent. 

copyright in the now-famous “monkey 
selfie.” Naruto, 888 F.3d at 425-426.   

Historically, computer software has been 
used merely as a tool by some human user. 
Resultant rights, liabilities and obligations 
have generally devolved to the humans and 
human institutions associated with the tool 
and its use. In the age of AI, with more 
autonomous or proto-autonomous behavior 
by the algorithms, some discussion has 
turned to whether the traditional allocation 
of rights, liabilities and obligations to those 
humans and institutions remains 
appropriate and sufficient. If not, should 
there be some attribution to the AI itself?  
And if that were to happen, what else would 
have to happen? Should talk of AI 
responsibility come first, before 
consideration of AI rights – as was hinted at 
in the E.U.’s 2017 proposal?  Are current 
legal constructs sufficient to appropriately 
allocate responsibility when something goes 
wrong?   

 The literature regarding modern theories 
of “personhood” assigned to humans, 
animals, and organizations, focuses on the 
assignment of rights and duties within a 
specific context.37 This paradigm 
extrapolates from classic personhood 
appropriate for an adult human with full 
capacity—someone who has, for example, 
the right to sign a contract, or the 
responsibility to pay taxes. An extension of 
legal personhood beyond adult humans also 
accommodates, within a consistent 
framework, variable (generally more limited) 
collections of rights and duties for, say, 
children, or non-humans. The legal fiction 
that a corporation is a person is not an 
assignment of humanness to an 
organization, but serves to address the ways 
in which such an organization may hold 
rights or be held responsible for carrying out 
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duties. 

 Similarly, as the capabilities of AI 
systems continue to evolve, the law could in 
theory assign various rights and duties to 
them, depending on legal expediency, 
without having to go down the (discomfiting 
to many) path of addressing the degree to 
which such systems may have achieved 
various levels of adult-human cognition. As 
AI grows in capabilities, so too might the law 
allow such systems to be assigned a 
collection of rights and duties appropriate 
for their ability to act according to those 
rules. For example, AI might be capable of 
guiding an automobile, or executing certain 
commercial transactions. As such, it might 
be legally expedient to allow such systems 
to act with various types of autonomy so 
long as there exists a mechanism of 
handling associated liabilities. An AI-driven 
car, for example, might be made to carry 
insurance such that resolving an accident 
does not require an analysis of causality 
back to the designer or owner of the AI.38 
This assignment of responsibilities is not 
declaring AI to be a human, but simply 
facilitating certain types of actions with 
reduced legal friction, while also setting up 
systems of consequences and protections 
that allow humans who have been wronged 
to seek (human-world) meaningful recourse. 

 At the current and anticipated rate of 
development of AI, personhood issues will 
become increasingly imperative in the not-
so-distant future.

 
38 See, e.g., U.K. Automated and Electric Vehicles Act 2018 s.2 (allocating liability for accidents caused 

by autonomous vehicles to insurers or vehicle owners under particular circumstances). 
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